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Abstract

The numerical simulation of time-dependent, inherently three-dimensional flow
problems has been employed as a useful and accurate means for prediction and
understanding of flow configurations. In particular, direct numerical simu-
lations (DNS) and large-eddy simulations (LES) of highly intermittent flows
exhibiting separation and of a turbulent wall jet are performed. For technolog-
ical applications turbulent flows encountering pressure-driven separation are of
great interest. One example of the occurrence of adverse pressure gradients is
the flow in the diffuser-like air intake of a modern aircraft, where flow control
may be beneficial to improve the flow quality.

As a first step, the effect of periodic excitation on the turbulent bound-
ary layer flow over a flat plate separating due to an adverse pressure gradi-
ent is studied as a model problem and investigated through direct numerical
simulations. The flow can be forced to remain attached by applying time-
periodic perturbation for a certain frequency range at sufficiently high ampli-
tudes. The results show that control with a spanwise periodic input is more
effective than with a spanwise homogeneous control input. As a further ex-
tension the pressure-induced separation of a turbulent boundary layer on a
semi-infinite swept flat plate is studied without periodic forcing.

Going towards a more complex flow geometry exhibiting pressure-driven
separation, we consider the planar asymmetric diffuser using LES. A resolu-
tion check has been performed highlighting the broad range of the relevant
temporal and spatial scales and thus the sensitivity of the simulation results
to the computational grid. Regarding the flow physics, the effect of different
Reynolds numbers of the inflowing, fully turbulent channel flow on various flow
quantities has been studied. The results consistently show that by increasing
the Reynolds number a clear trend towards a larger separated region is evident;
at least for the studied, comparably low Reynolds-number regime.

Further, the first direct numerical simulation of a turbulent wall jet is
performed following the flow through the transition region to its downstream
turbulent part. A weak subharmonic behaviour in the transition region is re-
vealed by animations of the flow. Despite the low Reynolds number and a
comparably short computational domain, the turbulent flow exhibits a reason-
able self-similar behaviour, which is most pronounced in the near-wall region
using inner scaling.

Descriptors: Boundary layer, turbulent separation, direct numerical simula-
tion, large-eddy simulation, plane asymmetric diffuser, wall jet.



Preface

This thesis considers numerical simulations in turbulent and separated flows.
The thesis is divided in two parts, the first part consists of a short introduction
to the field and a summary of the following papers. The papers are re-set in
the present thesis format and included in the second part of the thesis.

Paper 1. HErRBST, A. H.& HENNINGSON, D. S. 2006 The influence of peri-
odic excitation on a turbulent separation bubble. Flow, Turbulence and Com-
bustion 76, 1-21.

Paper 2. HEeRrRBST, A. H., DEUBELBEISS, S., SPEHR, S., HANIFI, A. &
HENNINGSON, D. S. 2005 Instability characteristics of harmonic disturbances
in a turbulent separation bubble. Proceedings of XVII Congresso AIMETA di
Mechanica Teorica e Applicata.

Paper 3. HErBsT, A. H., BRANDT, L. & HENNINGSON, D. S. 2006 The
effect of the sweep angle on the turbulent separation bubble on a flat plate.
Internal report.

Paper 4. HErBST, A. H. , SCHLATTER, P., & HENNINGSON, D. S. 2005
Simulations of turbulent flow in a plane asymmetric diffuser. Submitted to
Flow, Turbulence and Combustion.

Paper 5. LeEvIN, O., HErRBST, A. H. & HENNINGSON, D. S. 2005 Early

turbulent evolution of the Blasius wall jet. Submitted to Journal of Turbulence
in a revised version.
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PREFACE  vii

Division of work between authors

The first paper is on the influence of periodic excitation on a turbulent
separation bubble separating from a flat plate due to an adverse pressure gra-
dient. The direct numerical simulations were performed with a numerical code
which has already been used in various research projects. The code is based
on a pseudospectral technique and originally developed at the Department of
Mechanics (DM) by Anders Lundbladh, Arne Johansson and Dan Henningson
(DH). The numerical implementations needed for this work was performed by
Astrid Herbst (AH). The writing was done by AH with help from DH.

The second paper highlights the instability characteristics of harmonic dist-
urbances in a turbulent separation bubble. The paper is based on the mas-
ter thesis by S. Spehr with AH and DH as advisors and S. Deubelbeiss with
Ardeshir Hanifi (ArH) as advisor. Additional numerical simulations were per-
formed by AH and parts of the analysis were repeated and enhanced. The
writing was done by ArH and AH.

The third paper focuses on the effect of the sweep angle on a turbulent sep-
aration bubble on a flat plate. The direct numerical simulations were performed
by AH using the same simulation code as in the first paper. The analysis of
the data was done by AH and Luca Brandt (LB). The figures were prepared
by AH and the writing was done by LB and AH with help from DH.

The fourth paper is a numerical study of the flow in the plane asymmet-
ric diffuser using Large Eddy Simulation. The simulations were performed
by AH using a code developed at Center of Turbulence Research which was
received from Hans-Jakob Kaltenbach. The code is based on a hybrid finite-
difference/spectral method. The simulation code was parallelised by AH. The
analysis of the data was done by AH and Philipp Schlatter (PS). The figures
were prepared by AH and the writing was done by AH and PS with help from
DH.

The fifth paper is devoted to the early turbulent evolution of the Blasius
wall jet. The numerical code for the spatial simulation, carried out by Ori Levin
(OL), originates from the same source as the one used in the first paper. All
the figures and animations were prepared by OL. The analysis of the statistics
were performed by OL and AH. The writing was done by OL and AH with the
help of DH.
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Summary






CHAPTER 1

Introduction

When a fluid flows over a solid body, the fluid slows down due to frictional
forces. Prandtl (1904) was first to recognise that the internal friction of a fluid
flow, the viscosity, is usually only important in a thin layer adjacent to the body,
called the boundary layer. The state of the boundary layer flow can be laminar
which can be characterised by a purely steady motion whereas a turbulent flow
is characterised by continuously changing flow patterns. The mean flow of a
turbulent flow has a distinct direction at the same time as apparently random
fluctuations occur. The nature of these fluctuations is chaotic, i.e. the velocity
field varies significantly and irregularly in position as well as in time. Under
which conditions does turbulence occur? Osborne Reynolds (1883) conducted
his classical experiments on the flow in a pipe and found that the state of
the flow is characterised by a single non-dimensional parameter, the Reynolds
number, which is a measure of the ratio between the inertial and the viscous
forces in the flow. For sufficiently high Reynolds numbers, the flow in the
boundary layer also becomes turbulent.

The examination of turbulent flows is not an easy task: Experimental
investigations are often time and money consuming and computations are also
difficult. Although the Navier-Stokes equations provide a complete description
of turbulent flow, a full solution is not feasible due to the fact that a large
range of scales of motion is present in turbulent flow. Towards higher Reynolds
numbers, the range of scales increases. The size of the largest eddies is of the
same order of magnitude as the dimensions of the flow geometry whereas our
eyes can hardly resolve the smallest eddies without optical help, even though
their size is large compared to molecular dimensions. On the one hand, the
relevant time scale for the turbulent transport processes is the one determined
by the large scales, but small scale motions are important for the dissipation of
energy on the other hand. To resolve the large range of turbulent scales in both
time and space, the necessary high spatial and temporal resolution requires a
large computational effort.

If flow experiences a pressure rise in the direction of the flow, the boundary
layer grows and the fluid is slowed down. If the pressure gradient is severe
enough, flow in the reverse direction may occur in the region closest to the
wall, where the momentum is the lowest. Such a separated region limits the
performance in many technical applications and therefore a control acting on
the flow may be needed to improve the flow quality. Important factors for
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4 1. INTRODUCTION

the occurrence of backflow are the shape of the body surface and the state
of the flow in the boundary layer. A turbulent boundary layer can withstand
more severe pressure gradients than a laminar one without separating, but if
the fluid is slowed down significantly, even a turbulent boundary layer will
separate. The simulation of turbulent flow demands a high computational
effort, but is even more challenging as separation is encountered. Aiming at
controlling a flow for an engineering application increases the computational
cost even further since applying and testing different control strategies requests
additional computations.

In the present thesis, we first focus on a model problem, namely the in-
fluence of control by periodic forcing on a turbulent separation bubble. We
consider boundary-layer flow over a flat plate separating due to an adverse
pressure gradient which is simulated using direct numerical simulations. The
influence of periodic forcing acting on this flow is investigated. An analysis
considering the stability of the flow and the response to spanwise varying forc-
ing is carried out. As a further extension the pressure-induced separation of a
turbulent boundary layer on a semi-infinite swept flat plate is studied without
periodic forcing. As a next step towards a more complex geometry, the turbu-
lent flow in a plane asymmetric diffuser is studied using large-eddy simulations.
The thesis also contains a study of the early turbulent evolution of the Blasius
wall jet using direct numerical simulation.



CHAPTER 2
Governing equations and simulation techniques

2.1. Navier-Stokes equations

Fluid motion can be described in a mathematical way using Newton’s second
law of motion and a constitutive relation regarding the viscous forces fluid mo-
tion. We assume that the continuum hypothesis is valid, i.e. that the molecules
are so small and large in number that they constitute a continuum. The re-
lation between the stresses and rates of deformation is assumed to be linear,
which is called a Newtonian fluid, such as water and air. Based upon these as-
sumptions the set of equations describing the flow of a fluid, the Navier-Stokes
equations for an incompressible fluid, reads:

Ou; Ou; 1 Op 0%u;
+ u; = —— + v ,
ot Oz p Ox; O0x;0x;
where p denotes the density of a fluid, v the kinematic viscosity of the fluid,
u; the velocity components and p the pressure. The summation convention
over repeated indices is applied unless stated otherwise. Here we assume the
density of the fluid to be constant, which results in the continuity equation for
an incompressible fluid:

i=1,2,3 (2.1)

aui

&ri
The above equations are appropriate when fluid velocity is low compared to
the speed of sound and the temperature variations are small. For each flow
problem, appropriate initial conditions and boundary conditions have to be
specified. The Navier-Stokes equations are non-linear partial differential equa-
tions, hence analytical solutions are only known for a small number of laminar
flow problems. For other cases one has to resort to numerical solutions.

=0 (2.2)

2.2. Simulation techniques

During the last decade, the numerical simulation of time-dependent, inher-
ently three-dimensional flow problems has been established in the research
community as a useful and accurate means for prediction and understanding
of complex flow configurations. In particular, numerical simulations of highly
intermittent flows as e.g. flows undergoing laminar-turbulent transition or flows
exhibiting separation are routinely performed yielding very appealing results
when compared to experimental data sets.

5



6 2. GOVERNING EQUATIONS AND SIMULATION TECHNIQUES

The most straightforward simulation approach, referred to as direct nu-
merical simulation (DNS), attempts to numerically solve for all relevant flow
structures in both space and time. The need to simulate all scales ranging from
the energetically dominant integral length scales down to the smallest, viscous
scales is prohibitively expensive even for moderate Reynolds numbers Re. The
Reynolds number Re was introduced in the previous chapter as a measure for
the ratio between the inertial and the viscous forces in a fluid flow and can be
expressed based on a characteristic length scale L such as the integral length
scale and a characteristic velocity U as Rer, = UL/v. An estimate for the
smallest viscous scales is the Kolmogorov scale #:

0= (—)/ (23)

where € denotes the dissipation of the turbulent kinetic energy. For isotropic
turbulence, the span of scales that at least needs to be covered by DNS can

therefore be estimated as
3/4
L_ <@> = RS/ (2.4)
n v
assuming that ¢ ~ U3?/L. The number of degrees of freedom is thus propor-
tional to RegL/ . Taking into account the increasing computational effort for a
time accurate solution as a function of Reynolds number, it can been concluded
from this simple argument that the computational effort in DNS roughly grows
as Re?. In particular, when dealing with wall-bounded flows, the computations
are expensive (see e.g. Piomelli & Balaras (2002)). Despite the increasing com-
putational power, performing DNS one is at present still restricted to flows in
rather simple and generic geometries. Typical problems for which DNS are fea-
sible are channel and pipe flows, boundary-layer flows as well as homogeneous
turbulence. DNS is therefore mainly used as a research tool for the detailed
study of fundamental processes such as laminar-turbulent transition and tur-
bulence and for validating modelling approaches. A review on the use of DNS

as a tool in turbulence research highlighting these issues can be found in Moin
& Mahesh (1998).

Conversely, conventional numerical predictions of complex engineering or
geophysical turbulent flows are based on the Reynolds Averaged Navier-Stokes
(RANS) equations. Starting from the Navier-Stokes equations, decomposing
the velocity and pressure fields into a mean and a fluctuating part and applying
Reynolds averaging, an equation for the mean velocity is obtained in which the
turbulence enters through the Reynolds stresses. In order to solve the resulting
RANS equations, statistical turbulence models for the Reynolds stresses are
needed. This approach often gives satisfactory results in practical engineering
applications. Such computations can, however, only give statistical information
about turbulence. The outcome of the simulations is highly model-dependent
and the models used often need to be adjusted for the flow configuration under
consideration. Severe limitations of existing turbulence models in non-standard
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situations, in particular involving separation and laminar-turbulent transition,
represent a major obstacle to reliable predictions.

For this reason, the concept of large-eddy simulation (LES) has emerged
as an important tool for flows that need to be treated in an unsteady, three-
dimensional manner. The fundamental idea is based on the observation that on
the one hand the large-scale structures of turbulent flows vary considerably from
flow to flow and that on the other hand, the small-scale turbulent structures
are nearly isotropic and very universal in character and therefore relatively easy
and accurate to model. In LES, only the large-scale, energy-carrying vortices of
the flow are accurately resolved on the numerical grid, whereas the effect of the
small-scale fluctuations on the (resolved) larger scales enters through a subgrid-
scale (SGS) model. Following the traditional LES approach (Leonard (1974)),
the three-dimensional Navier-Stokes equations are filtered by a primary LES
filter, yielding the LES momentum equations

. - — 2.5
or dx; Ox; Redx;0x; Oxj’ (25)
and the filtered continuity equation
0u;
=0. 2.6
o2, (2.6)

Here, w; and P denote the filtered velocities and pressure, respectively. To
account for the effect of the non-resolved (subgrid, subfilter) scales, the unclosed
subgrid-scale stresses 7;; = u;u; —u;u; have to be approximated with a subgrid-
scale model.

In contrast to the approaches based on the Reynolds-averaged equations
described above where all the deviations from the mean velocity field are mod-
elled phenomenologically, only the part of the flow field with scales comparably
small to the overall dimensions of the flow is modelled in an LES. Deardorff
(1970) was first to apply LES in his pioneering work on the simulation of turbu-
lent periodic channel flow. His approach was based on the ideas of Smagorinsky
(1963). For the outcome of an LES, both the underlying numerical scheme for
the solution of the large scale, energy containing vortices as well as the subgrid-
scale model play an important role and are coupled with each other. Recent
reviews on LES and appropriate SGS modelling are given by e.g. Lesieur &
Métais (1996); Meneveau & Katz (2000) and in the monograph by Sagaut
(2005). However, even for LES the computational cost increases dramatically
for higher Reynolds numbers, in particular for wall-resolved LES (i.e. without
resorting to wall models (Piomelli & Balaras 2002)).



CHAPTER 3
Application to turbulent separated flows

3.1. Aspects of turbulent separated flows

Separating turbulent flows are one of the main problems in engineering appli-
cations of fluid mechanics. The performance of many technical devices suffers
from separation, e.g. the flow around vehicles, airfoils, and turbine blades. The
design of these devices is always a trade-off. One example is the flow in the
diffuser-like air intake of a military aircraft. Here due to stealth and weight
considerations it is highly desirable to shorten the section where the flow is de-
celerating. This exposes the flow to a strong adverse pressure gradient and may
lead to separation and flow in the reverse direction limiting the performance
due to severe pressure losses.

Separating flows can be distinguished by the state of the boundary layer
prior to separation. A turbulent separation bubble means that the boundary
layer preceding the separation is turbulent, whereas laminar separation occurs
when the incoming flow is laminar. However, even though the flow is laminar
before detaching, transition to turbulence may happen in the separation bub-
ble. This is usually referred to as a laminar separation bubble with turbulent
reattachment. A major difference between these two categories is that due to
the turbulent mixing a turbulent boundary layer can withstand much higher
pressure gradients without separating than a laminar boundary layer.

Experiments and numerical simulations of flows in which separation occurs
from smooth surfaces rather than induced by sharp edges or obstacles are
particularly challenging. In the former case, the separation is caused by an
adverse pressure gradient, either arising from geometrical constraints or due
to specific freestream conditions. Alving & Fernholz (1996) point out that
separation caused by step-like changes in the surface geometry is present at
all Reynolds numbers while the separation of flow from a smooth surface due
to an adverse pressure gradient may occur under a certain combination of
parameters (pressure, gradient, speed etc.). In geometry induced separation,
the point of separation is fixed at the step change, while the situation differs
for a pressure gradient induced separation. Under such circumstances, both
the separation and reattachment points are fluctuating strongly in both time
and space. Moreover, the resulting separated flow is highly intermittent and
inherently three-dimensional. The whole downstream evolution of the flow
is crucially influenced by the processes happening upstream and close to the
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separation point. A review highlighting these unsteady processes in separated
flows is given by Simpson (1996).

For a pressure-induced separation, another distinction is made according
to the magnitude of the pressure gradient. In the case of separation due to a
strong adverse pressure gradient, the height of the bubble is of the same order
of magnitude as the shear layer prior to separation, whereas it is significantly
less for a separation due to a mild adverse pressure gradient. For the separation
developing due to a strong adverse pressure gradient, the possibility exists that
the flow may not reattach, so that the separation bubble is not closed. For a
geometry-induced separation, Alving & Fernholz (1996) note that the height of
the bubble is typically larger than the thickness of the separating shear layer.

For a turbulent separating boundary layer, the question arises on which
criterion to determine the point of separation and reattachment. Based on
the fraction of time that the flow moves backwards, one can define incipient
detachment at the point where instantaneous backflow occurs at 1% of the
time, intermittent transitory detachment for instantaneous backflow at 20%
of the time and transitory detachment for instantaneous backflow at 50% of
the time. Transitory detachment collapses in most cases with detachment,
defined by vanishing time-averaged shear stress (see Simpson (1996)). A further
possibility to define the separated area is the location of the mean dividing
streamline, which has the advantage of providing a measure of the extent of the
recirculation region. In a direct numerical simulation by Na & Moin (1998) of a
turbulent boundary layer separating from a flat plate due to an adverse pressure
gradient, similar to the flow case considered in the first paper but without
periodic forcing, the separation points determined based on the definition of
50% instantaneous backflow, mean dividing streamline and vanishing mean wall
shear stress are in good agreement.

3.2. Control of separated flows

Since separation is limiting the performance in many engineering applications,
improved design or flow control to enhance the flow quality, prevent separation
and promote reattachment is desirable. However, the idea to increase mixing to
assist the flow against an adverse pressure gradient and to delay or to avoid sep-
aration is not new. Traditionally, passive control strategies have been applied
to suppress separation. A passive control method extracts energy from the flow
for control purposes whereas an active control strategy adds energy to control
the flow. The first passive device was the vortex generator presented by Taylor
(1948). A vortex generator is a rectangular or triangular platform mounted
normal to the surface and with an angle to the mean flow direction creating
streamwise vortices. Various other designs have been presented in the following
years, mostly to delay separation and to improve performance of airfoils and
diffusers. Schubauer & Spangenberg (1960) investigated the effect of several
different devices on increasing the rate of mixing in turbulent boundary layers
in a region of a strong adverse pressure gradient and found that their effect
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was equivalent to that of a decrease of the pressure gradient while they differed
considerably in effectiveness. Recently, Angele & Klingmann (2005) studied
experimentally a turbulent boundary layer subjected to an adverse pressure
gradient undergoing separation and reattachment and investigated the effect
of passive control by the means of vortex generators and the influence on the
turbulent structures of a separating boundary layer.

Other passive control techniques include a permeable reattachment surface,
which was investigated by Heenan & Morrison (1998) in the case of turbulent
flow downstream a backward-facing step. The influence of surface ribs or groves
on the turbulent flow over a backward-facing ramp was examined by Selby et al.
(1990). Kalter & Fernholz (1995, 2001) studied the effect of free-stream turbu-
lence on a closed separation bubble and were able to eliminate the separation
bubble by a substantial increase in the freestream turbulence level.

Separation control by periodic forcing is attractive because it is an active
control strategy affecting the flow at constant mass-flow rate. Periodic exci-
tations have been studied as a means to influence separated flows in various
geometries, mainly experimentally. Greenblatt & Wygnanski (2000) review the
control of flow separation by periodic excitation as well as control and exploita-
tion of airfoil and diffuser flows, including three-dimensional and curvature
effects. Important parameters such as the optimum reduced frequencies and
excitation levels are discussed. However, the main focus is on flows which do
not reattach unconditionally, e.g. the flow over a deflected flap, which has been
studied earlier by Nishri & Wygnanski (1998). Among the naturally reattach-
ing, separated flows, a lot of work concerning the effect of periodic excitations
has been carried out on flows where the point of separation does not fluctuate
in time but is fixed due to a sudden change in geometry. The backward-facing
step is the simplest configuration of this type of flow. Roos & Kegelman (1986)
studied the excitation of the flow over a backward-facing step by an oscillat-
ing flap positioned at the point of shear-layer separation. The reattachment
length was shortened depending on the Reynolds number up to 30% due to
the momentum transfer by the vortical structures. The influence of periodic
excitations imposed by blowing and suction on this flow was studied experi-
mentally by Yoshioka (2001). He found that large-scale co-rotating spanwise
vortices introduced into the shear layer due to the forcing cause an increase in
the Reynolds stresses. For the optimum forcing frequency the separated region
was shortened by 30 percent. Sigurdson (1995) studied experimentally the ef-
fect of periodic velocity perturbations on the separation bubble downstream of
the sharp-edged blunt face of a circular cylinder. Forcing at frequencies below
the one of the initial Kelvin-Helmholtz instability of the free shear layer, the
reattachment length is reduced. He also gives a review on the effect of periodic
excitations in various geometries. Kiya et al. (1997) investigated sinusoidal
forcing at the corner of a blunt cylinder and found that the optimal frequency
scales with the frequency of shedding vortices from the reattachment region of
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the separated shear layer. He observed that forcing at sufficiently high ampli-
tudes eliminates the recirculation region in a range of forcing frequencies. In
an asymmetric plane diffuser, Obi et al. (1997) found experimentally that the
momentum transfer is promoted by periodic perturbations leading to earlier
reattachment.

In addition to time-periodic forcing, Chun et al. (1999) varied the forcing
also in spanwise direction by a tape covering parts of the slot through which
blowing and suction was applied. They showed that the reattachment length
could be further reduced by a suitable spanwise distribution, but the decrease
was not substantial compared to the two-dimensional actuation.

Only in very few studies, more advanced control strategies have been ap-
plied to separated turbulent flows. Kang & Choi (2002) applied a systematic
feedback control method to increase mixing in the large-eddy simulation of the
turbulent flow behind a backward-facing step. Spatially and temporally vary-
ing blowing and suction with zero-net mass flow rate is provided at the step
edge, based on the sensing of the spanwise distribution of the wall pressure fluc-
tuations at a downstream location using a suboptimal feedback control method
(see Choi et al. (1993)). The cost functional to be increased is the root-mean
square spanwise pressure fluctuations, which is assumed to be associated with
mixing behind the backward-facing step. Suboptimal feedback control is capa-
ble of decreasing the reattachment length up to 9.7% further than reduction
achieved using two-dimensional single frequency actuation which in its turn de-
creases the reattachment length by up to 19.4% compared to the uncontrolled
case.

3.3. Periodic excitation of a turbulent separation bubble on a
flat plate

A model problem exhibiting pressure-driven separation which is feasible to
study with DNS is the turbulent boundary-layer flow over a flat plate which
separates from the wall due to an adverse pressure gradient. This case has
been investigated up to the present date in a few studies only, e.g. by Na &
Moin (1998). They found that the turbulent structures emanating upstream of
the separation point move upwards into the shear layer, and are then advected
around the separated region causing the maximum turbulent intensity to be
found in the centre of the detached shear layer. Skote & Henningson (2002)
conducted a DNS of a turbulent boundary layer separating due to a strong
adverse pressure gradient. In comparison with the earlier simulations the flow
had a stronger and larger recirculation region. In all studies, the turbulence
was found to be intensified above the separated region while it decreased in the
backflow itself.

In the first paper we focus on the turbulent boundary layer over a flat plate
separating due to an adverse pressure gradient. The effect of periodic excita-
tion on the separation bubble is studied by means of DNS. In contrast to the
work by Skote & Henningson (2002), the aim is not to gain further inside into

11



12 3. APPLICATION TO TURBULENT SEPARATED FLOWS

the nature of separated turbulent flows for the sake of turbulence modelling
but to study the effect of periodic excitation on a turbulent separation bubble
as a model problem. The direct numerical simulations forming the basis for
the first and the second paper are conducted using the same numerical code
which was employed in the direct numerical simulations by Skote & Henningson
(2002). The simulations of the turbulent boundary layer exposed to an adverse
to favourable pressure gradient have been performed using a code developed
at the Department of Mechanics by Lundbladh et al. (1999). The code uses a
pseudo-spectral method with Fourier discretization in streamwise and spanwise
directions and Chebyshev polynomials in the wall-normal direction similar to
Kim et al. (1987). A fringe technique enables simulations of spatially devel-
oping flows while using Fourier discretization in the streamwise direction (see
Nordstrom et al. (1999)). A fringe region is added in the end of the compu-
tational domain, in which the outflow is forced back to the inflow. The fringe
region is implemented by the addition of a volume force F' to the Navier-Stokes
equations:
ou; ou; 1 0p 0%u;

APt A T S 1
ot +u]8zj p8x1+yaz]8xj+ ¢ (3 )

The force

is non-zero only in the fringe region. u; is the laminar inflow velocity profile the
solution wu; is forced to and A the strength of the forcing. The form of the fringe
function is designed to have minimal upstream influence. The time integration
is carried out using a four-step low-storage third-order Runge-Kutta scheme for
the nonlinear terms an a second-order Crank-Nicolson method for the linear
terms. Aliasing errors from the evaluation of the nonlinear terms are removed
applying the %—rule when the FFTs are calculated in the wall parallel plane.

The inflow Reynolds number is Reg; = U3 /v = 400 based on the dis-
placement thickness & of the boundary layer and the freestream velocity Us
at the inflow x = 0. All quantities are non-dimensionalized by U, and 4;
at x = 0. At this position, a laminar Blasius boundary layer profile is as-
sumed. Downstream at x = 10 laminar-turbulent transition is triggered by a
random volume force near the wall. The computational box is 450 x 50 x 24.
A resolution with 480 modes in streamwise, 193 modes in wall-normal and 64
modes in spanwise direction is used, which gives a total of 6 million points.
The boundary conditions are no-slip at the wall. Due to the finite size of the
computational domain, the low domain is truncated and an artificial boundary
condition is applied at the freestream.

To generate periodic excitation, we use an oscillating wall-normal body
force that is centred around zy and exponentially decays from the wall. The
force to be given by

F, - foe v/ cel(@=z0)/Tscarel® cos(wt) cos(B2) | (3.3)
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FIGURE 3.1. (a) Mean skin friction coefficient, (b) Contours
of streamwise mean velocity for simulation without forcing
(neg: dark grey to pos: white, white dashed line: -0.025).

where fj is the forcing amplitude, w the oscillation frequency, T scqie & parameter
controlling the decay of the forcing in z-direction and ¢ a parameter setting
the wall-normal decay. The force causes a flow in wall-normal direction. If the
parameter 3 # 0, the force varies also in spanwise direction.

The contours of constant levels of the mean streamwise velocity from
—0.025 to 1.025 averaged in time and spanwise direction are shown for the sim-
ulation without forcing in Fig. 3.1b. In the freestream, the streamwise velocity
is decelerating between x = 50 and x = 200 and subsequently accelerating to
the value of the freestream velocity at the inlet. This imposes an adverse to
favourable pressure gradient on the boundary layer, creating a closed separation
bubble. Based on the zeros of the skin-friction coefficient shown in Fig. 3.1a
(solid line), the flow separates at z,, = 126 and reattaches at zq4; = 247 for
the simulation without forcing, so the total reattachment length is [, = 121.

The flow can be forced to remain attached in the region where separation
occurs if no forcing is applied by applying time-periodic forcing centred around
xg = 110 upstream of the separated region with a frequency w = 0.09. This can
be seen from the skin friction coefficient in Fig. 3.1a (dashed line). A close-up
of the region where the disturbances are generated is shown in Fig. 3.2a. Iso-
surfaces of the wall-normal velocity component illustrate the two-dimensional
character of the perturbations created by the forcing. These structures decay
only slowly while travelling downstream and can be seen travelling upwards in
the shear layer. This way, mixing is enhanced which can be inferred from larger
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FIGURE 3.2. Instantaneous wall-normal velocity component:
(a) Isosurfaces at values of +0.1 (light) and -0.1 (dark) for
forcing with w = 0.09, 8 = 0 (b) Isosurfaces at values of +0.2
(light) and -0.2 (dark) for forcing with w = 0.0, 8 = 2& (c)
Isosurfaces at values of +0.1 (light) and -0.1 (dark) for forcing
at w = 0.09, 8 = 2m/24.

root-mean-square(rms)-values of the fluctuating component (see Fig. 3.3). We
found that the closer to the separation point the forcing is placed the more
effective it is in suppressing separation. It is further observed that sufficiently
high amplitudes are necessary in order to reduce the reattachment length, here
an amplitude fop = 0.1 has been used.

However, steady spanwise forcing turned out to be very effective in elim-
inating the separated region. The skin friction coefficient (Fig. 3.1 a, dashed-
dotted line) is affected significantly stronger if forcing varies in the spanwise
direction (w = 0, § = 27/24) with the same amplitude f; = 0.1 as in the
time-varying case. The effect of the forcing on the flow is illustrated by the
isosurfaces of the wall-normal component shown in Fig. 3.2b. The isosurfaces
are displayed for a higher value of v in Fig. 3.2b than in Fig. 3.2a because of
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FIGURE 3.3. Contours of streamwise turbulent fluctuation
(0.0 to 0.5, spacing 0.03).

the stronger effect on the flow due to the spanwise varying forcing. Even if half
the forcing amplitude was used in the case with spanwise varying forcing, the
flow was prevented from separating.

The influence of a forcing which varies both in time and the spanwise
direction was also investigated. The value of the skin-friction coefficient for
that case is shown in Fig. 3.1a (dotted line) and is located between the curves
for the forcing only varying in spanwise direction and for the one only varying
in time. Structures associated with both types of forcing can be seen in Fig.
3.2c. The fact that spanwise varying forcing shows to be more effective for this
flow is possibly due to the low Reynolds number in the simulations. At a higher
Reynolds number, time-varying forcing is expected to be more effective, since
the two-dimensional disturbances are then expected to be more unstable.

A more detailed analysis considering the stability of the flow and the re-
sponse to spanwise varying forcing is carried out in the second paper. The
data from direct numerical simulations is analysed by means of stability the-
ory and proper orthogonal decomposition (POD) technique (see e. g. Holmes
et al. (1996)). The organised wave caused by periodic forcing is extracted by
Fourier transform of the phase-averaged data. For the stability analysis, a the-
oretical model of harmonic perturbations is considered, including the effects of
the random turbulent flow. Here, we use an eddy-viscosity approach to model
the oscillations of the background Reynolds stresses caused by the organised
wave. The equations are derived using the nonlocal stability theory based on
the parabolic stability equation (PSE) method. The stability calculations seem
to predict the decay rate of the coherent structures correctly, while the shape
of disturbances is different. It should be mentioned that due to large forcing

15
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amplitude the nonlinear effects are important in this case and may be able to
explain some of the differences.

3.4. The effect of the sweep angle on a turbulent separation
bubble on a flat plate

The pressure-induced separation of a turbulent boundary layer evolving over
a semi-infinite swept flat plate is considered in the third paper and studied by
means of DNS. This preliminary work can therefore be seen as an extension of
the studies on the two-dimensional separation of a turbulent boundary layer
flow over a flat plate. The subject is of interest since many flows in engineering
applications are characterised by three-dimensional mean velocity fields, i.e.
they are characterised by mean axial vorticity.

The flow under consideration is spanwise invariant: the mean velocity field
is characterised by three velocity components but these can be expressed as
a function of only two spatial independent variables. Therefore the spanwise
derivative of any flow quantity is zero. The configuration is thus a first step in
the generalisation from a two-dimensional and coplanar mean flow to the fully
three-dimensional case. The spanwise invariant mean flow can still be seen as
two-dimensional but it is not coplanar. The few related studies in the liter-
ature all consider three-dimensional separation induced by a rapid change in
geometry, a sharp edge (e.g. Kaltenbach (2004)), and no studies on turbulent
three-dimensional pressure-induced separation seem to be available. The span-
wise invariant configuration is chosen because owing to the complexity of fully
three-dimensional separation and to the lack of a reference co-planar case it can
be difficult to isolate the effects of skewing. Therefore a systematic approach to
identify the effect of increasing mean axial vorticity of the base flow is needed.
In the simulations presented in the third paper, the spanwise velocity therefore
is increased in two steps from zero to the value of its streamwise counterpart
U, corresponding to a largest inflow sweep angle of 45°, leaving the remaining
flow parameters unchanged. Apart from the introduction of the sweep, the
numerical method and setup is the same as in the first paper.

It is found that the location of separation is not changed by the introduc-
tion of sweep for the angles examined. The reduction of the separated region
is in agreement with previous studies on spanwise invariant three-dimensional
separation, where deviations from the sweep-independence principle are ob-
served for angles a > 40°. A significant increase in the turbulent intensities
in the separated region beneath the detaching shear layer and downstream of
reattachment is clearly seen for the flow configuration with largest sweep angle.
As observed in previous studies, it is not possible to find a universal scaling
for the mean flow quantities and statistics of the turbulent fluctuations valid
at all locations. However, it can be deduced from the data that , in general,
the velocity C of the external streamline seems to provide the best scaling
for the flow quantities at separation and inside the separated region, whereas
the streamwise velocity U yields a better data collapse in the reattachment
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FIGURE 3.4. Isosurface (blue) of zero streamwise velocity for
the full diffuser geometry, Re, = 9000, and instantaneous
streamwise velocity in a wall normal plane.

region. The latter can be explained by the fact that U is more directly re-
lated to the external pressure distribution. Comparison with the simulations
of three-dimensional boundary layers subjected to a weak adverse pressure gra-
dient indicates that strength of the pressure gradient, the strain rate and the
occurrence of separation have a deeper impact on the turbulence structure than
the skewing of the mean flow.

3.5. Flow in a plane asymmetric diffuser

Considering turbulent separation in more complex geometries than the flow
case studied in the previous section, one has to resort to modelling approaches.
A recent review of different modelling approaches including LES and RANS for
separated flows found in industrial applications is given by Leschziner (2006).
In particular, the case of turbulent separated flow in a channel with streamwise
periodic constrictions, the so called periodic hill, has emerged as a benchmark
case. Flow separation is induced by a smooth, yet sharp expansion of the chan-
nel, reaching an opening angle of approximately 45° after the smoothly rounded
edge. Frohlich et al. (2005) present a careful comparison of different modelling
strategies, e.g. suitable SGS models, wall-functions, resolution requirements
etc. Recent results on this test case are presented by Breuer et al. (2006),
who compare data obtained from a number of different simulations, including
various Reynolds numbers, resolutions and simulation approaches (LES, DNS).

In the fourth paper, we consider the planar asymmetric diffuser, which has
already been studied in a number of numerical and experimental works as a
model problem for pressure-driven separation. The pressure distribution is no
longer chosen separately as in the first paper but is connected to the geometry,
which is a step towards a more complex flow problem than the one studied in the
first paper. The performance of diffuser-like flows occurring in many technical
applications is strongly affected by separation of the boundary layer close to
the wall. Therefore, a thorough understanding of the involved flow physics
is necessary, especially considering additional engineering applications as, e.g.,
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improved diffuser design or flow control to improve the flow quality, prevent
separation and promote reattachment. The main difference of the diffuser flow
studied in the fourth paper to the above mentioned periodic-hill case is that
the inflow conditions are prescribed as fully-developed turbulent channel flow,
and the opening angle is significantly lower (approximately ten degrees). With
that, the prediction of the separation point is expected to be more sensitive to
a proper modelling.

In the fourth paper, large-eddy simulations (LES) of an incompressible
planar, asymmetric diffuser flow are presented. Adopting the numerical method
already successfully used by Kaltenbach et al. (1999), the diffuser with an
opening angle of 8.5° is considered. For this configuration, recent experimental
data is available at Re, = 20000 (Tdrnblom 2003). Compared to previous
numerical and experimental studies, the setup is slightly modified, i.e. featuring
a marginally decreased opening angle compared to the 10° angle used by Obi
et al. (1993) and Kaltenbach et al. (1999). The change of setup is adopted
in order to create a test case that is more sensitive and thus better suited to
compare the results at different Reynolds numbers.

The computations of the diffuser flow are performed using a simulation code
based on the hybrid second-order finite-difference/spectral method described
by Kaltenbach et al. (1999). The three-dimensional Navier-Stokes equations
are filtered to the grid, yielding the LES momentum equations in the primi-
tive variables (velocity and pressure). Equations (2.1) and (2.2) are solved in
generalised coordinates using central finite differences of second order in the
streamwise (x) and the wall-normal (y) direction, and a Fourier collocation
scheme is applied in the spanwise (z) direction. No numerical dissipation is
introduced by the numerical scheme due to conservation of kinetic energy. In
the wall-normal (x/y) plane a staggered mesh is used with decomposition in
contravariant velocity components, whereas the spanwise velocity is computed
at the pressure nodes. Dealiasing based on phase-shifting is applied in the
spanwise (Fourier) direction to enhance stability and accuracy. The time in-
tegration is carried out using a standard semi-implicit low-storage three-stage
Runge-Kutta/Crank-Nicolson scheme, in which the viscous terms are treated
implicitly in the wall-normal direction. The continuity equation is enforced by
a fractional step algorithm of second-order accuracy in time. The Helmholtz
equations arising after spanwise Fourier transform are solved by a multigrid al-
gorithm. The code has been parallelised using explicit OpenMP shared-memory
directives. The calculations have been performed on the vector computers NEC
SX-6 and SX-8 of the HLRS, Stuttgart, Germany.

For the present results, the dynamic Smagorinsky model (Germano et al.
(1991), Lilly (1992)) has been used, and a resolution study has been performed,
highlighting the broad range of the relevant scales and thus the sensitivity of
the simulation results to the grids used. Extensive simulations of the diffuser
have been conducted at three different Reynolds numbers, namely Re;, = 4500,
Rep = 9000 and Rep, = 20000 based on the bulk velocity Uy = 1/25 fo% Udy
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Ficure 3.5. Reynolds-number dependence of the separation
bubble visualised by contours of the stream function: (a)
Rep, = 4500 (case L3), (b) Rep, = 9000 (case M3), (c)
Rep = 20000 (case H1), (d) Experiment by Térnblom (2003),
Rep, = 20000. White contour levels range from —0.2 to —0.05
with spacing 0.05, black contours from 0.1 to 1.9 with spacing
0.2.

and the channel half width §. That corresponds to a friction Reynolds number
Re; of the inflowing fully-turbulent channel flow of approximately 260, 480 and
980, respectively. These Reynolds numbers are well above the critical value for
laminar-turbulent transition and allow sustained turbulent channel flow.
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Regarding the flow physics, we focus on quantifying the influence of the
Reynolds number on various diffuser-flow characteristics, in particular the ex-
tent of the separated region, the internal layer at the upper wall and the size of
the turbulent scales. To our knowledge, there is no detailed study in the liter-
ature clarifying these influences. Obi et al. (1999) studied experimentally the
Reynolds-number effect on the separated flow in the Obi diffuser in the range
of Rep =~ 2200 to 9000. Their results show that the extent of the separated
region increases with higher Re;,. There is some uncertainty in the data due to
the presence of secondary flow caused by a relatively small aspect ratio in the
experimental setup.

Comparing the results for Re, = 4500 and Rep = 9000 in Fig. 3.5a and 3.5b
we find a considerable increase in the separated region for the higher Reynolds
number. This trend also holds comparing the results for Re, = 9000 to those
of the simulation for the highest Reynolds number Re;, = 20000 shown in Fig.
3.5c. However the differences are much smaller between the medium and the
highest Reynolds number, which might indicate that a levelling-off has been
reached. At the highest Reynolds number only one simulation (H1) with a
resolution corresponding to the medium resolution at the medium Reynolds
number has been performed. However, it seems evident from the resolution
study at Rep = 4500 and Rep, = 9000 that the separated region increases in
size with a finer computational grid. Similar trends have also been reported by
Kaltenbach et al. (1999). It is therefore expected that the separation bubble
at Rep = 20000 will be of the same size or slightly larger if the resolution
was increased even further. We thus conclude that for the studied Reynolds-
number regime a clear trend is observed that the size of the separated region
in the rear part of the expanding section of the diffuser increases with higher
Reynolds number. This Reynolds-number dependence agrees well with the
results reported by Obi et al. (1999).

In figure 3.6 contours of streamwise turbulent intensity are shown. Close
to the inflow and in the first part of the expanding section of the diffuser one
observes that the region of high turbulent intensity is more confined to the wall
for higher Rey, similar to turbulent channel flow. Further downstream, where
the flow separates, the highest turbulence intensities are found in the separated
shear layer just above the mean position of the bubble. This feature has also
been observed for separation from a solid wall due to an adverse pressure gradi-
ent (Skote & Henningson 2002). Comparing the streamwise turbulence inten-
sities for the different Reynolds numbers we observe that the region dominated
by the features similar to those of the incoming channel flow extends further
into the diffuser as the Reynolds number is increased. This indicates that the
incoming channel flow penetrates further in a ‘jet-like’ manner into the ex-
panding diffuser section. For the highest Reynolds number, also the turbulence
intensities measured in the experiments by Térnblom (2003) at Rep = 20000
are shown in Fig. 3.6d. A generally higher level of fluctuations is apparent in
the experiments, however the gross features are captured reasonably well by
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FIGURE 3.6. Reynolds-number dependence of the streamwise
turbulence intensity: (a) Re, = 4500, (b) Re, = 9000, (c)
Rep = 20000, (d) Experiment by Térnblom (2003). Contour
levels range from 0.0 to 0.12 with a spacing of 0.2; white: mean
dividing streamline.

the LES results as seen in Fig. 3.6¢. Further, the Reynolds number trend shows
that the small separated region occurring at the diffuser throat around x = 0
has the opposite behaviour as the main separation region, i.e. the boundary
layer at the diffuser throat has less tendency to separate as the Reynolds num-
ber is increased. The spatial extent of the small separated region at the diffuser
throat is mainly determined by the state of the local turbulent boundary layer
and its ability to withstand separation.
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FiGURE 3.7. Reynolds number dependence of the internal
layer: (a) Rep, = 4500, (b) Re, = 9000, (¢) Rep, = 20000,
(d) Rep = 9000, diverging angle ¢ = 10°. Wall normal profile
of mean streamwise velocity at positions z = 6.4 (thin solid
line), © = 10.4 (thin dotted line), x = 18.4 (thin dashed line),
x = 22.4 (dash-dotted line) x = 26.4 (thick solid line), x = 30.4
(thick dotted line) and x = 34.4 (thick dotted line). The an-
alytical correlations v+ = y™ and u™ = 2.5log(y) + 4.2 are
included in the plots for reference.

The internal layer occurring at the non-inclined wall has been described
in a recent study by Wu et al. (2006). The Reynolds-number dependence of
the internal layer has also been examined in the fourth paper. In order to
detect whether the mean streamwise velocity profiles follows a well defined
logarithmic layer within the internal layer, we present in figure 3.7 profiles
of W' scaled in viscous units at different streamwise positions in dependence
of the Reynolds number. On the semilogarithmic scale adopted, the different
profiles collapse well at different streamwise stations for Re, = 20000 (Fig.
3.7¢), and also, however less pronounced, for Re, = 9000 (Fig. 3.7b). At this
Reynolds number the results agree well with the findings of Wu et al. (2006) who
considered the Obi diffuser at the same Rey, for which we show our own results
in figure 3.7(d). Conversely, at the lowest Reynolds number such a collapse is
clearly not observed, as can be seen from Fig. 3.7a. It can be concluded that
the establishment of an internal layer close to the upper, straight wall, is more
distinct for larger Rey.
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Additionally, the influence of temporal correlations arising from the com-
monly used periodic turbulent channel flow as inflow condition for the diffuser
is assessed. These time correlations are clearly related to turbulent events that
survive while they are convected downstream. It is however found that this
does not have a significant impact on the low-order statistics. Nevertheless,
the examination of the power spectra at various positions in the diffuser shows
that the low-frequency content of spectrum is enhanced when the inflow data
is taken from a longer periodic channel.

In general, reasonable agreement between statistical data computed from
LES and the corresponding experimental measurements is obtained, e.g. for
the velocity profiles and turbulent fluctuations. However, also the experimen-
tal data show a variation between different experiments and setups. Thus,
there seems to be a need for more refined measurements in order to create a
consistent and accurate data base. In particular, the observed Reynolds num-
ber dependency needs to be backed by new experimental studies. In addition,
a DNS study at a higher Reynolds number than previously possible would be
valuable validation of the present findings.



CHAPTER 4
Application to the turbulent wall jet

A plane wall jet is the flow which is created by the injection of high-velocity
fluid in a thin layer close to a wall. The wall jet consists of an inner region,
which is similar to a boundary layer, and an outer region in which the flow
resembles a free shear layer. These layers interact strongly and form a complex
flow pattern. Apart from the interesting physics, wall jets are of great interest
from an engineering point of view, for instance in film cooling of gas turbine
blades, in combustion chambers in defrosters and for separation control on
airfoils.

Turbulent wall jets are challenging cases for flow computations. Recently
Dejoan & Leschziner (2005) performed an LES of a turbulent wall jet at
Re = 9600 matching the experiments by Eriksson et al. (1998). The profiles
of velocity and turbulent stresses in the self-similar region are compared to the
experimental data and agree well. However, in an LES, the transition pro-
cess in the outer shear layer and especially in the boundary layer is extremely
difficult to reproduce with high accuracy, as also pointed out in that study.
Therefore, there are some discrepancies in comparison with the experimental
data. Direct numerical simulations seem to have so far only been performed
and published for transitional wall-jets. Wernz & Fasel (1996, 1997) studied the
importance of three-dimensional effects in the transitional process and Visbal
et al. (1998) investigated the breakdown process in a finite-aspect-ratio wall jet
by the means of DNS. Levin et al. (2005) studied the breakdown initiated by
the interaction between waves and streaks.

The objective of the fifth paper is to study the early turbulent evolution
of the wall jet, which is triggered to undergo transition through the interac-
tion between unstable waves and streaks, the transition scenario studied in
Levin et al. (2005). The numerical code (see Lundbladh et al. 1999) for the
direct numerical simulation is the same as the one used for the computations
of the turbulent separated boundary layer in the first paper, however a slightly
different version with a shared-memory parallelisation is used. The Reynolds
number is Re = 3090, based on the inlet velocity and the nozzle height b.
A Reynolds number matching the experimental investigations (Abrahamsson
et al. 1994; Schneider & Goldstein 1994; Eriksson et al. 1998) is not feasible at
the present stage, however as opposed to an LES, all scales are resolved and the
transitional behaviour is reproduced more reliably. A grid of about 62.3 million

24
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FIGURE 4.1. Comparison between calculations (solid lines)
and experiments (symbols) from Levin et al. (2005) at z/b =
5.3 for Re = 3090. (a) Blasius wall jet. (b) Streamwise wave
amplitude for wb/U, = 1.49. Experimental amplitudes are
0.3% (o), 1.1% (0) and 1.7 % (A). (c¢) Streamwise streak am-
plitudes. The spanwise wavenumber for the PSE is b = 3.77
and for the experiments 8b = 3.15 (o), 3.90 (O) and 4.72 ().

modes with 900 streamwise modes, 541 wall-normal modes and 128 spanwise
modes is used.

The base flow consists of the Blasius wall jet, which is a solution to the
boundary-layer equations with a combination of the Blasius boundary layer
and the Blasius shear layer as an initial condition. The flow is matched to
an experimental set-up (Levin et al. 2005). Fig. 4.1a shows the computed
base flow compared to data measured 16 mm downstream of the nozzle outlet.
In the experiment, the Kelvin-Helmholtz instability and naturally appearing
streaks were observed to lead to breakdown. Two-dimensional waves and op-
timal streaks corresponding to the most unstable scales were calculated with
the parabolized stability equations and introduced in the DNS. Figures 4.1b
and 4.1c show the computed amplitude functions of the wave and the streak,
respectively, compared to measured data by Levin et al. (2005).

The area in which the flow quantities are well represented is restricted to
the upstream half of the computational box (z/b < 25) due to a large external
vortex that exists in the downstream part of the box. It evolves from a start-
up vortex that slowly convects downstream and then remains in the ambient
flow in front of the fringe region. Such an external flow exists for wall jets in
experimental set-ups as well, but as the computational box is not as large as
the surrounding space in an experiment, the problem is more prominent. It
is possible to avoid the vortex by specifying the entrainment velocity at the
upper boundary. Dejoan & Leschziner (2005) used such a boundary condition
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FIGURE 4.2. Visualisation of streamwise velocity with dark
areas displaying high velocity and white areas displaying re-
gions of backflow. The flow is from left to right and the stream-
wise extend of the planes are from the nozzle outlet to 38.5b.
(a) (z,y)-plane at the middle of the box, the height of the
plane is 4.8b. (b) Horizontal plane at y/b = 0.96. (c¢) Horizon-
tal plane at y/b = 0.19.

based on the laminar free plane jet. However, we have chosen not to constrain
the wall jet by prescribing the entrainment velocity since the laminar growth
of a jet differs from its turbulent growth. Evaluation of spanwise two-point
correlations of the computed streamwise velocity component showed that the
box was sufficiently wide in the upstream half of the box.

In order to visualise the whole wall jet from its laminar part in the vicinity
of the nozzle outlet where the waves and the streaks grow, through the transi-
tion region to its downstream turbulent part, three two-dimensional planes of
an instantaneous flow field are shown in figure 4.2, (which are taken from three
corresponding animations). Figure 4.2(a) shows the (x,y)-plane in the middle
of the computational domain, where the low-velocity streak is present in the
outer shear layer. The height of the plane is y/b = 4.8. In the shear-layer region,
anti-clockwise rotating rollers are created by the Kelvin—Helmholtz instability
and follow the flow downstream. In the boundary-layer region, clockwise ro-
tating rollers are formed and are associated with small separation bubbles. It
can be seen from the animations that the boundary-layer rollers in this plane
move faster than the rollers in the shear-layer region. This is due to the span-
wise modification of the flow by the streaks with a low-velocity streak in the
shear-layer region and a weak high-velocity streak in the boundary-layer region.
The shear-layer and boundary-layer rollers move at the same rate in the plane
located half a spanwise wavelength to the side of where a high-velocity streak
is present in the outer shear layer. Breakdown to turbulence appears first in
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FIGURE 4.3. Mean velocity at x/b = 17 (solid line), 20
(dashed line), 23 (dashed-dotted line) and 26 (dotted line).
(a) Streamwise component. (b) Wall-normal component.

the shear-layer region and then spreads down to the boundary-layer region. In
the part of the box where the flow is turbulent is the velocity higher in the
inner region and lower in the outer region, as expected. Further downstream,
the whole wall jet slows down while it spreads and the largest scales increase.
Figures 4.2(b) and 4.2(c) show the horizontal planes at y/b = 0.96 and 0.19,
respectively, which are in the middle of the outer shear layer and the inner
boundary layer of the laminar part of the wall jet. The width of the planes
shows the entire spanwise extend of the computational box.

Turning attention to the flow characteristics averaged in both time and the
spanwise direction, the data is presented in both inner and outer scaling in order
to identify self-similar behaviour. However, due to the low Reynolds number
and the short computational domain, the data is not sufficient to contribute to a
discussion of different approaches to scaling as presented recently by Wygnanski
et al. (1992) and George (2000). Scaling with outer variables is used to identify
self-similar behaviour in the outer shear layer. Here we apply traditional scaling
using the maximum velocity of the wall jet U,, and the half-width y, /2 When
comparing with data at higher Reynolds numbers, it has to be taken into
account that the shear stress in the outer layer, and therefore also the other
properties, are dependent on the Reynolds number.

Figures 4.3(a) and 4.3(b) show the streamwise and wall-normal mean ve-
locities, respectively, scaled in outer scaling. The streamwise velocity profiles
between x/b = 17 and 26 collapse reasonably well up to y/y, /2 = 1. Further
away from the wall, the profiles deviate from each other owing to a secondary
flow induced by the large external vortex. For the wall-normal velocity pro-
files, the self-similar behaviour is only obtained between z/b = 20 and 23.
Further upstream, the deviation originates from the transition to turbulence.
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FIGURE 4.4. Near-wall behaviour of (a) streamwise mean ve-
locity and (b) ut/U™T. Data from Kim et al. (1987) (v7) and
Del Alamo et al. (2004) (A). Lines as in figure 4.3.

The outer vortex in the ambient flow compresses the downstream part of the
wall jet slightly, causing the profile at 2/b = 26 to deviate towards lower values.
This deviation is larger than for the streamwise component indicating that the
wall-normal velocity is affected to a higher degree than the streamwise velocity.

Figure 4.4(a) shows the near-wall region of the streamwise mean velocity
presented in inner scaling, using the viscous length scale n = v/u, and the
friction velocity .. Within the viscous sublayer, the profiles follow a linear
law UT = y*, shown as the grey curved line, up to about y* = 4. Further
away from the wall, the profiles start to deviate from the linear behaviour,
earlier than for a turbulent boundary layer that typically starts to deviate
for values y™ > 8. This observation agrees well with the behaviour inferred
from the data measured by Eriksson et al. (1998) at Re = 9000. Due to the
low Reynolds number, the data does not follow the classical logarithmic law
UT =244Iny" + 5, shown as the grey straight line in the figure.

In figure 4.4b, the ratio between the fluctuating streamwise velocity ;s
and the mean streamwise velocity is shown. This value has previously been
shown to be constant in the viscous sublayer, up to about y™ = 5, and Al-
fredsson et al. (1988) found the value to be 0.4 in turbulent boundary-layer
and channel flows. This value seems to approximately hold even for the tur-
bulent wall jet as can be seen in the figure. A comparison has been made with
numerical data for turbulent channel flow computed by Kim et al. (1987) for
a low Reynolds number and by Del Alamo et al. (2004) for a higher Reynolds
number. The data for the low Reynolds number shows a good agreement with
the present simulation.

The turbulent stresses are scaled with inner scaling and displayed in fig-
ure 4.5. The profiles collapse reasonably well for the streamwise positions
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FIGURE 4.5. Profiles of (a) wrms, (b) Urms, (¢) Reynolds shear
stress and (d) turbulence kinetic energy. Lines as in figure 4.3.

x/b = 20 to 26 indicating that the flow has started to exhibit a self-similar be-
haviour. It should be mentioned that the collapse achieved with inner scaling
is much better than with outer scaling. The profile at the position x/b = 17 is,
however, still close to the transitional region and deviates from the other pro-
files. Downstream of position x/b = 26, the vortex present in the end region
of the computational domain causes the flow to depart from the self-similar
behaviour and profiles from this region are therefore not shown in the figures.

Unfortunately, recent measurements of turbulent stresses are not available
for the Reynolds number at which our simulation is performed. As discussed in
more detail in the fifth paper itself, the recent measurements of the turbulent
quantities with the Laser-Doppler technique show significant discrepancies from
the earlier hot-wire measurements. The difference can be explained as being due
to the occurrence of reverse flow resulting in too low values for these components
in the hot-wire measurements (Schneider & Goldstein 1994; Eriksson et al.
1998). However, in comparison with the data presented by Eriksson et al.
(1998) at Re = 9000, the positions of the inner maxima of u™ and k™ agree
well, whereas the levels of the turbulent fluctuations are lower due to the lower
Reynolds number. The profiles of the Reynolds shear stress collapse very well
in inner scaling but the inner negative peak occurs closer to the wall than in
the measurements by Eriksson et al. (1998).



CHAPTER 5

Conclusions

In this thesis, the numerical simulation of time-dependent, inherently three-
dimensional flow problems has been employed as a useful and accurate means
for prediction and understanding of flow configurations. In particular, di-
rect numerical simulations and large-eddy simulations have been performed
of highly intermittent flows, exhibiting separation, and of a turbulent wall jet.

A model problem exhibiting pressure driven separation, which is feasible
to study with DNS, is the turbulent boundary-layer flow over a flat plate which
separates from the wall due to an adverse pressure gradient. The aim was to
investigate the effect of periodic excitations on the separated region occurring
in this flow as a means of controlling the flow. Linear stability analysis is used
to analyse the sensitivity of the flow with respect to the periodic excitations.
The dependence of the effect of two-dimensional forcing on position, amplitude
and frequency of the forcing is investigated. We have shown that the flow in the
region where it separates without forcing can be made to remain attached by
applying time-periodic perturbations upstream the separated region for a cer-
tain frequency range at sufficiently high amplitudes. The results show further
that control with a spanwise periodic input is more effective than with a span-
wise homogeneous control input. At a higher Reynolds number, time-varying
forcing is expected to be more effective, since the two-dimensional disturban-
ces are then expected to be more unstable, and do not have to be forced with
such high amplitudes. Investigations of such forcing combinations together
with more advanced feedback control schemes would be interesting in future
investigations.

As a further extension the pressure-induced separation of a turbulent bound-
ary layer on a semi-infinite swept flat plate has been considered. The reduction
of the size of the separated region is in agreement with previous studies on span-
wise invariant three-dimensional separation, where deviations from the sweep-
independence principle are observed for angles a > 40°. Comparison with the
simulations of three-dimensional boundary layers subjected to a weak adverse
pressure gradient indicates that strength of the pressure gradient, the strain
rate and the occurrence of separation have a deeper impact on the turbulence
structure than the skewing of the mean flow.

Considering turbulent separation in more complex geometries, one has to
resort to modelling approaches due to the increasing computational effort.
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Large-eddy simulations (LES) of an incompressible planar, asymmetric dif-
fuser flow have been presented. The pressure distribution is no longer chosen
separately as in the first paper but is connected to the geometry, which is a step
towards a more realistic flow problem. Compared to previous numerical and
experimental studies, the setup is slightly modified, in order to create a test
case that is more sensitive and thus better suited for comparisons of results at
different Reynolds numbers. A resolution study has been performed, highlight-
ing the disparity of the relevant scales and thus the sensitivity of the simulation
results to the grids used. Regarding the flow physics, we focused on quantifying
the influence of the Reynolds number on various diffuser-flow characteristics.
In particular it is consistently shown that by increasing the Reynolds number a
clear trend towards a larger separated region is evident; at least for the studied,
comparably low Reynolds number regime. The results suggest that the size of
the main separated region is governed by the ‘jet-like’ inflow which penetrates
further into the diffuser. A small separated region occurring at the diffuser
throat shows the opposite behaviour compared to the main separation region,
i.e. the boundary layer at the diffuser throat has a lower tendency to separate
as the Reynolds number is increased. The spatial extent of the small separated
region at the diffuser throat is mainly determined by the state of the local
turbulent boundary layer and its ability to withstand separation. Moreover,
the influence of the Reynolds number on the internal layer occurring at the
non-inclined wall has been examined and it can be concluded that this region
close to the upper, straight wall, is more distinct for larger Reynolds numbers.
In general, reasonable agreement between statistical data computed from LES
and the corresponding experimental measurements is obtained, e.g. for the ve-
locity profiles and turbulent fluctuations. However, the experimental data show
also a variation between different experiments and setups. Thus, there seems
to be a need for more refined measurements in order to create a consistent and
accurate data base. In particular, the observed Reynolds number dependence
needs to be confirmed an reinforced by new experimental studies. In addition,
a DNS study at a higher Reynolds number than previously possible would be
valuable validation of the present findings.

The first direct numerical simulation that is sufficiently large to study the
self-similar behaviour of a turbulent wall jet has been performed using the
same numerical method as used for the turbulent boundary layer on a flat
plate. The simulation provides detailed visualisations of the flow structures.
The statistical results have been presented in both inner and outer scaling in
order to identify self-similar behaviour. Despite the low Reynolds number and
the short computational domain, the turbulent flow exhibits a reasonable self-
similar behaviour, which is most pronounced using inner scaling in the near-wall
region. Despite the large computational cost, the simulation is still too small
to study a fully-developed turbulent wall jet. The early turbulent state in the
present simulation is governed by the streaks imposed upstream. The study of
the fully-developed turbulent wall jet in a larger computational domain and at
higher Reynolds numbers is left for future work.
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Turbulent separation limits the performance in many engineering applications,
for example creating pressure losses in diffuser like flows or stall on aircraft
wings. In the present study the turbulent boundary layer flow over a flat plate
separating due to an adverse pressure gradient is studied as a model problem
and the effect of periodic excitation in both time and space is investigated thr-
ough direct numerical simulations. Linear stability analysis is used to analyse
the sensitivity of the flow with respect to time-periodic excitations. The depen-
dence on position, amplitude and frequency of the forcing is investigated. For
a certain frequency range at sufficiently high amplitudes, it is possible to elim-
inate the separated region. Furthermore, three-dimensional effects are studied
by applying a steady spanwise forcing as well as a both time-dependent and
spanwise varying forcing. A forcing varying in spanwise direction is shown to be
the most effective in eliminating the separated region, whereas two-dimensional
time-periodic excitation was not as efficient as it was expected.

1. Introduction

Turbulent boundary layers under strong adverse pressure gradients are of in-
terest in many technological applications. One example of the occurrence of
adverse pressure gradients is the flow in the diffuser like air intake of a military
aircraft. Here due to stealth and weight considerations it is highly desirable
to shorten the section where the flow is decelerating. This may lead to sepa-
ration and flow in the reverse direction limiting the performance due to severe
pressure losses. Therefore flow control may be needed as to improve the flow
quality.

In the present investigation we focus on the turbulent boundary layer over a
flat plate separating due to an adverse pressure gradient. The effect of periodic
excitation on the separation bubble is studied by the means of direct numerical
simulations. It is important to note that the dynamics of a separating bound-
ary layer is different from a laminar boundary layer undergoing separation with
turbulent reattachment. A turbulent boundary layer can withstand consider-
ably higher pressure gradients without separation, but if the pressure gradient
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is severe enough to cause the turbulent boundary layer to separate it is a much
more difficult task to prevent separation.

Separated turbulent boundary layer flow over a flat plate was investigated
using direct numerical simulations (DNS) in only in a few previous studies.
Spalart & Coleman (1998) performed a DNS of a turbulent separation bub-
ble with heat transfer. They showed that separation has a large effect on the
boundary layer and found an increase of Reynolds stresses over the separation
bubble which they explained by a lift-up of the turbulent fluid from the wall
region. The separation of a turbulent boundary layer has further been numeri-
cally analysed by Na & Moin (1998). They found that the turbulent structures
emanating upstream the separation move upwards into the shear layer and then
turn around the bubble causing a maximum of the turbulence intensities in the
middle of the shear layer. Skote & Henningson (2002) conducted a DNS of a
turbulent boundary layer separating due to a strong adverse pressure gradient
using the same numerical code that was applied in this study. In comparison
with the earlier simulations the flow had a stronger and larger recirculation
region. Recently, Manhardt & Friedrich (2002) carried out a DNS of the sep-
arated turbulent boundary layer comparable to the experiment of Kalter &
Fernholz (1995) but at half the Reynolds number of the experiment. They
found that the shape and the dynamics of the separation bubble are governed
by the large scale vortices reaching from the wall into the shear layer above
it. However, in none of these studies the effect of periodic excitations on the
turbulent separation bubble was examined.

Many experiments have been carried out on separated flows, for a review
see Simpson (1996). However, in many of them the separation is caused by
a sharp edge or an obstacle, fixing the location of separation. On the flat-
plate turbulent boundary layer, Perry & Fairlie (1975), Simpson et al. (1977,
1981a,b), Dengel & Fernholz (1990), Driver (1991) and Alving & Fernholz
(1995, 1996) conducted experiments. In all experiments mentioned above, the
turbulence was found to be intensified above the separated region while it
decreased in the backflow itself. The effect of time dependent forcing on the flow
was not subject in any of the these studies. However, Angele (2003) recently
studied experimentally a turbulent boundary layer subjected to an adverse
pressure gradient undergoing separation and reattachment and investigated
the effect of passive control by the means of vortex generators.

Periodic excitations have been studied as a means to influence separated
flows in several other geometries. Greenblatt & Wygnanski (2000) review the
control of flow separation by periodic excitation as well as control and exploita-
tion of airfoil and diffuser flows, including three-dimensional and curvature
effects. Important parameters such as the optimum reduced frequencies and
excitation levels are discussed. However, the main focus is on flows which do
not attach unconditionally, e.g. the flow over a deflected flap, which was also
studied by Nishri & Wygnanski (1998).
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Among the naturally reattaching, separated flows, a lot of work concerning
the effect of periodic excitations has been carried out on flows where contrary to
the present investigation the point of separation does not fluctuate in time but
is fixed due to a sudden change in geometry. The fixed location of the separa-
tion point simplifies the understanding of the dynamics and the application of a
time-dependent forcing. The backward facing step is the simplest configuration
of this type of flow. Roos & Kegelman (1986) studied the excitation of the flow
over a backward facing step by an oscillating flap positioned at the point of
shear layer separation. The reattachment length was shortened depending on
the Reynolds number up to 30 percent due to the momentum transfer by the
vortical structures. The influence of periodic excitations imposed by blowing
and suction on this flow was studied experimentally by Yoshioka (2001). He
found large-scale co-rotating spanwise vortices introduced into the shear layer
due to the forcing causing an increase in Reynolds stress. For the optimum
forcing frequency the separated region was shortened by 30 percent. The most
advanced scheme from a control point of view was applied numerically on this
type of flow. Kang & Choi (2002) implemented a suboptimal feedback control
as to enhance mixing in the turbulent flow behind the backward facing step
simulated using Large Eddy Simulations (LES). The reattachment length was
significantly reduced compared to both flow with single frequency actuations
and uncontrolled flow. For a the separation bubble downstream the sharp-
edged blunt face of a circular cylinder, Sigurdson (1995) studied experimen-
tally the effect of periodic velocity perturbations. Forcing at frequencies below
the one of the initial Kelvin-Helmholtz instability of the free shear layer, the
reattachment length was reduced. Kiya et al. (1997) investigated sinusodical
forcing at the corner of a blunt cylinder and found that the optimal frequency
scales with the frequency of shedding vortices from the reattachment region of
the separated shear layer. He observed that forcing of sufficiently high ampli-
tudes eliminates the recirculation region in a range of the forcing frequency. In
an asymmetric plane diffuser, Obi et al. (1997) found experimentally that the
momentum transfer is promoted by periodic perturbations leading to earlier
reattachment.

From an experimental point of view it is important to have suitable control
devices to be able to apply the control strategies developed in numerical in-
vestigations. Glezer & Amitay (2002) reviewed the use of synthetic jets where
momentary ejection and suction of a fluid across an orifice alternate while re-
taining zero net mass flux and a broad range of time scales. As an example
they show their ability to control separation on a cylinder. Plasma actuators
described by Corke et al. (2002) are another choice for suitable control devices
to control separation. Their influence on the flow are well modelled using a
volume force Orlov & Corke (2005).
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2. Governing equations and numerical methods
2.1. Numerical scheme

The simulations of the turbulent boundary layer exposed to an adverse to
favourable pressure gradient have been performed using a code developed at
the Department of Mechanics by Lundbladh et al. (1999). The code uses a
pseudo-spectral method with Fourier discretization in streamwise and spanwise
directions and Chebyshev polynomials in the wall-normal direction similar to
Kim et al. (1987). A fringe technique enables simulations of spatially devel-
oping flows while using Fourier discretization in the streamwise direction (see
Nordstrom et al. (1999)). A fringe region is added in the end of the compu-
tational domain, in which the outflow is forced back to the inflow. The fringe
region is implemented by the addition of a volume force F' to the Navier-Stokes
equations:
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is non-zero only in the fringe region. u; is the laminar inflow velocity profile
the solution w; is forced to and A the strength of the forcing. The form of the
fringe function is designed to have minimal upstream influence and given by
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where
0 <0
S(x) = 1/[1+exp(ﬁ+%)] 0<z<l1 (4)
1 r>1

The time integration is carried out using a four-step low-storage third-
order Runge-Kutta-scheme for the non-linear terms an a second-order Crank-
Nicolson method for the linear terms. Aliasing errors from the evaluation of the
non-linear terms are removed applying a %—rule when the FFTs are calculated
in the wall parallel plane.

2.2. Box dimensions and boundary conditions

The simulations are performed at an inflow Reynolds number Res:= Uxdg/v
= 400 based on the displacement thickness §; of the boundary layer and the
freestream velocity Uy at the inflow x=0. All quantities are non-dimensionali-
zed by U and 0§ at x = 0. At this position, a laminar Blasius boundary layer
profile is introduced. Downstream at x = 10 laminar-turbulent transition is
triggered by a random volume force near the wall. The form of this local volume
force normal to the surface which is triggering the transition to turbulence is
given by

Fy = exp|((z — tzO/tISC)Q - (y/tysc)Q]f(z, t) (5)
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where

Fz,8) = tampe[(1 = b(E)R' (2) + bR T (2)], (6)
with i = int(t/tq), b(t) = 3p? — 2p®,p = t/tg; —i. The h' are Fourier series of
unity amplitude with nzt = 10 random coefficients. The maximum amplitude
of the forcing is tgmp+ = 0.2, the length scales of the trip ¢, = 4.0 and
tyse = 1.0 and the forcing originates at t,0 = 10. We use a time interval
tq+ = 4.0 between the change of the random part of the trip.

The computational box is 450 non-dimensional units long including 50 non-
dimensional units for the fringe, 50 units high and 24 units wide. A resolution
with 480 modes in streamwise direction, 193 modes in wall-normal direction
and 64 modes in spanwise direction is used, which gives a total of 6 million
points. The parameters of the fringe are A\jqp = 1.0, Tstart = 400, Teng = 450,
Apise = 40 and A gy = 10. The rms-values of the turbulent fluctuations at the
inflow have a maximum of 0.2 percent which is two orders of magnitude below
the amplitude of the forcing triggering the transition to turbulence and in that
sense the forcing is effective. The simulation without the application of time
dependent forcing has also been run with double boxsize in spanwise direction
giving similar results.

The boundary conditions are no-slip at the wall. Due to the finite size of the
computational domain, the flow domain is truncated and an artificial bound-
ary condition is applied at the freestream. A so-called asymptotic boundary
condition is used, which is a generalization of the boundary condition used by
Malik et al. (1985). It takes the form

(D+ ko = (D+]k)V
(D+ k)i = (D+][k)U (7)
(D+ k) = 0

where " denotes the Fourier transform in the horizontal direction, |k| is the
absolute value of the horizontal wavenumber vector and D is the derivative in
the wall-normal direction and a capital letter the mean flow component. This
boundary condition allows the top of the computational domain to be placed
closer to the wall in simulations where e.g. waves are present. Furthermore,
in simulations of a transitional separation bubble this boundary condition has
shown to give good agreement with the experimental findings as described by
Héggmark et al. (2001). However, the asymptotic boundary condition cannot
be applied at the start of the simulations because the correct base flow close
to the upper boundary is not known in advance. To establish the bubble the
simulation is initially performed with the freestream boundary condition that
the normal derivative of the streamwise and spanwise component are set to
zero and

oUu
Dv=DVypg =— anPG (8)
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FIGURE 1. Freestream velocity distribution at the beginning
of the simulation.

where

Uapa = 1= (1= Upin)(S(——=22) = S(——"2 1)) (9)
T fall Trise
and S as defined by (6). The initial freestream velocity distribution Uapg with
Unin = 0.55, Tstart = 50, Tend = 350, Tfqu = Zrise = 150 used for the present
simulation is shown in the fig. 1. The freestream distribution sets the pressure
gradient and the chosen parameters are therefore important for the developing
flow and its mean flow distribution.

The simulation is initially run with the boundary conditions (4) and (5).
When a separation bubble has been established, the flow enters a quasi-equi-
librium state but does not get completely statistically stationary. The mean
flow is calculated by averaging in time and spanwise direction while the flow
is in this quasi-equilibrium. We use this mean flow and switch to the asymp-
totic boundary conditions. Also in a previous investigation of a transitional
separation bubble, Haggmark et al. (2001) used an asymptotic boundary con-
dition, but also applied it at a later time because the correct base flow was not
known a priori either. Proceeding in that manner, they achieved good agree-
ment with the experimental results. Recently, Marxen (2004) developed an
interaction modell for the simulation of a transitional separation bubble. The
interaction model is an iterative implicit method to separate viscous and and
inviscid effects based on potential flow theory and source and sink modelling of
the separation induced displacement. The values for the boundary condition
at the upper boundary are adjusted while the the simulation is run until the
iterative process has converged. The procedure applied in this study can be
viewed as a first step where the boundary condition is retrieved through an
iterative process consisting of two steps.

2.3. Disturbance generation

We use an oscillating wall-normal body force that exponentially decays from
the boundary layer wall and is centred around the x-position xg. We assume
the force to be given by

F, - foe~ ¥/ 1E=70)/Tocarc)? cos(wt) cos(Bz), (10)
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where fy is the forcing amplitude, w the oscillation frequency, Zscqre a pa-
rameter controlling the decay of the forcing in x-direction and ¢ a parameter
controlling the wall normal decay. The force is causing a wall normal flow.
If the parameter 8 # 0, the force is also varying in spanwise direction. The
parameter ¢ controlling the wall normal decay has been chosen in relation to
the boundary layer thickness and the parameter zs.q;. had been chosen so that
the forcing is kept localized. For a more narrow distribution, the forcing is less
effective. The effect of the change of the parameters of the forcing has also been
tested on a Blasius boundary layer. The effect of the volume force causes a
perturbation with the shape similar to a Tollmien-Schlichting wave. Therefore
the body force models any device causing this type of perturbation.

2.4. Linear stability analysis

Linear instability analysis is used to analyse the sensitivity of the flow with
respect to periodic excitations. The analysis is performed on the meanflow
profile extracted from the DNS after averaging in both time and spanwise
direction. The velocity profiles, below denoted U = U(y), are analysed by
solving the Orr-Sommerfeld (O-S) equation. The Orr-Sommerfeld equation
is an equation for the perturbation derived from the Navier-Stokes equations
through linearization and can be written
1

taRe
when assuming a wavelike solution for the wall-normal component v’ of the
disturbance velocity

(U —c)(D* - kHo - U"p — (D? —k*)?5 =0 (11)

V(@ y, z,t) = O(y)el @ (12)

where a and 3 denote streamwise and spanwise wave numbers, respectively
and k? = a? + 2. The results from the Orr-Sommerfeld equations are only
valid as long as the perturbations are small enough and the length scale of
the perturbations is smaller than the variation of the mean flow in horizontal
direction due to the assumption of parallel mean flow which is made in the
derivation. A temporal analysis of the Orr-Sommerfeld equations is performed.
In the temporal framework, the equation is solved for a given wavenumber
« as an eigenvalue problem in ¢. The solution is an eigenfunction with a
corresponding eigenvalue ¢ = ¢; + ¢, where ¢; is the growth rate and ¢, the
phase speed. The angular frequency can then be calculated as w = ac. For a
thorough derivation of the equations and further explanations of the stability
problem see e.g. the textbook by Schmid & Henningson (2000).

3. Results
3.1. General description of the flow

We first discuss the results for the simulation without forcing. In figure 2a the
mean skin friction coefficient and fig. 2b the mean flow in streamwise direction,
averaged in both time and spanwise direction are shown. The simulation was
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FIGURE 2. Simulation without forcing (a) Mean skin friction
coefficient, (b) Contours of streamwise mean velocity (neg:
dark grey to pos: white, white dashed line: -0.025, contour
spacing 0.05).

run for 6000 time units. The averaged data is based on the data gathered
during the last 2000 time units of the simulation. The slow convergence is
due to the flapping motion associated with separation bubbles which has be
observed in previous studies, e.g. Na & Moin (1998). At the freestream, the
streamwise velocity is decelerating between x = 50 and x = 200 and then
accelerating to the value of the freestream velocity at the inlet. This imposes
an adverse to favourable pressure gradient on the boundary layer, creating a
closed separation bubble. From the zeros of the skin friction coefficient which
correspond to zero wall-shear stress the points of separation and reattachment
can be determined. Na & Moin (1998) found this definition of separation and
reattachment for their simulation of a turbulent boundary layer on a flat plate
separating due to an adverse pressure gradient in good agreement with the
points determined by the mean dividing streamline and the location of 50%
backflow. As can been seen from the skin friction coefficient shown in fig. 2a,
the flow is separating at xs., = 126 and reattaching at x4 = 247, so the total
reattachment length z, is 121.

3.2. Simulation with time-periodic forcing

The mechanism of the time-periodic forcing to eliminate separation is demon-
strated for forcing with a frequency of w = 0.09 and fy = 0.1 which is applied
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FIGURE 3. (a) Mean skin friction coefficient for case with forc-
ing at w = 0.09 and fp = 0.1 and varying forcing position, (b)
Contours of streamwise mean velocity for the case with forcing
at w =0.09 and fo = 0.1 around zp = 110. (neg: dark grey to
pos: white, contour spacing 0.05).

around an x-position x¢p = 110. Based on phase averaged data, the amplitude
of the disturbance in the flow has a maximum of 0.35 and is greater than 0.2
between x = 103 and x = 117. The forcing does not vary in spanwise direc-
tion (8 = 0). For all the cases with forcing discussed in this study, ¢ = 10
and Zgeqle = D are constant. Both the mean skin friction coefficient and the
mean streamwise velocity in fig. 3 show that the backflow region is eliminated.
However, in the region where the forcing is applied, backflow occurs locally.
From the instantaneous streamwise velocity shown in a x — y-plane at z = 0
in fig. 4a large vortices can be seen developing at the origin of the forcing and
travelling downstream in the shear layer above the bubble. These vortices are
not present in the case without forcing shown for comparison in fig. 4b.

A close up on the region where the disturbances are generated is shown
in fig. 5. The isosurfaces of the streamwise and the wall-normal component
illustrate the two-dimensional character of the perturbations created by the
forcing. These structures decay only slowly while travelling downstream and
can be seen travelling upwards in the shear layer which is most clearly seen
from the isosurfaces of the streamwise velocity component in fig. 5.

The streamwise turbulence intensity u,,,s in the streamwise direction in fig.
13d shows a maximum in the shear layer above the detachment region in the
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FIGURE 4. Instantaneous streamwise velocity (neg: dark grey
to pos: white, white line: zero) for simulation with forcing at
w = 0.09 and fy = 0.1 around zp = 110 (a) and without
forcing (b).

simulation without forcing. As time periodic perturbations are imposed, the
streamwise turbulence intensity shows a significant increase in the region where
the forcing is applied and in the shear layer above the bubble (see fig.13a).

3.2.1. Influence of the forcing position

To examine the influence of the streamwise position at which the disturbances
are generated the mean skin friction coefficient is shown in fig. 3a for two
simulations differing only in the position of the forcing and is compared to the
case without forcing.

The amplitude is fo = 0.1 and the frequency is w = 0.09 in both cases
with forcing. In both cases the separated area is affected by the forcing. If the
forcing is centred around xg = 90, the point of separation which is located at
Zsep = 125 in the simulation without forcing moves downstream to z = 150.
The position of reattachment is not significantly affected, it is only slightly
promoted to x = 242 compared to z = 245 in the case without forcing. This
implies that the reattachment length is reduced by 30%. If the forcing is
placed closer to the separation point at x = 110, the skin friction coefficient
never becomes negative in the region where we observe separation in the case
without forcing. However, we observe a small region of separation where the
disturbance is generated.
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FIGURE 5. Isosurfaces of (a) instantaneous streamwise veloc-
ity component at values of +0.1 (grey) and -0.1(dark grey)
and spanwise vorticity at 0.2 (light grey) (b) instantaneous
wall-normal velocity component at values of +0.1 (grey) and
-0.1 (dark grey) and spanwise vorticity at 0.2 (light grey) (c)
instantaneous spanwise velocity component spanwise velocity
component at values of +0.1 (grey) and -0.1(dark grey) and
spanwise vorticity at 0.2 (light grey).

The decrease of the separation bubble in both height and length can be
seen from the plot of contours of streamwise mean velocity, see fig. 6.

Comparing the mean velocity profiles in fig. 7, one observes that at x = 150
the profiles for both forcing positions deviate from the case without forcing.
For the forcing at « = 110, the velocity is higher than without disturbances
at all y-positions whereas for the forcing centred around x = 90 the velocity
is lower between y = 10 and y = 15. At x = 200 the profile is still s-shaped
for the forcing located at = 110, but follows almost the shape of the profile
without disturbances for the forcing centred at x = 90.
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FIGURE 6. Contours of streamwise mean velocity for case with
forcing at w = 0.09 and fp = 0.1 around zg = 90. (neg: dark
grey to pos: white, white dashed line: -0.025, contour spacing
0.05).

Placing the forcing closer to the separated area effects also the distribution
of the streamwise component of the mean velocity at the freestream which can
be seen from fig. 7c. The mean freestream velocity is lower between z = 150
and x = 250 compared to the case without forcing if the forcing is placed as
close as g = 110.

3.2.2. Influence of the Forcing Amplitude

An important parameter of the time varying forcing is the forcing amplitude.

The influence of the forcing amplitude is examined for a forcing position xg =

110 and frequency w = 0.09. The forcing amplitudes fo = 0.01 and fy = 0.05

are tested and compared to the results of the case for forcing with an amplitude
o = 0.1 discussed before.

If the forcing amplitude is reduced to %0 of the basic case, the main pa-
rameters as separation and reattachment point and reattachment length are
not significantly influenced (see table 1). For half the forcing amplitude, both
separation and and reattachment are delayed. The length of the separation
bubble z,. is slightly decreased. However, it has been observed that the height
of the separation bubble is increased and the value of the skin friction coef-
ficient is lower in the region before reattachment than without forcing (see
fig. 8). Therefore relatively high amplitudes are necessary in order to prevent
separation.

3.2.3. Influence of the Forcing Frequency
The influence of different forcing frequencies shown in table 1 is examined

at a constant x-position zyp = 110 and a constant forcing amplitude fy = 0.1.
The length of the separation z, is measured behind x = 120, e.g. behind the
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FIGURE 7. Streamwise velocity profiles at (a) x=150 and (b)
x=200 for forcing at w = 0.09 and fy = 0.1; - - -;zg = 90; - -

-, ¢p = 110; — no forcing. , (c¢) Mean streamwise freestream
velocity distribution for forcing w = 0.09 and fo = 0.1,---,z9 =
90; - - - , g = 110; — no forcing.

centre of the forcing xy. The forcing is most effective for frequencies in the
range 0.07 < w < 0.1. In this range the reattachment length is reduced by
90 %. However, a short bubble due to the forcing is occuring at the location
where the forcing is centred. If the frequency is scaled with the mean reat-
tachment length without forcing z,., and the freestream velocity at the inlet,
we compute a most effective reduced frequency F* = fx,/Us in the range
1.34 < F* < 1.92, so F* ~ O(1). For periodic excitation of the separated
turbulent flow from a deflected flap also Nishri & Wygnanski (1998) found
the most effective frequency F'* =~ O(1). Amitay & Glezer (2004) also ob-
served for the actuation of flow over a stalled airfoil an effective frequency
range for F'™ =~ O(1), but found a second even more sucessful frequency range
for ™ ~ O(10). In our investigation such a second, more effective frequency
band at higher frequencies was not observed. For the frequency w = 0.15, sep-
aration is delayed, but the skin-friction coefficient is decreased to a lower value
than without forcing (see fig. 8a). Therefore also reattachment is delayed and
the reattachment length is slightly increased in comparison to the case with-
out forcing. For the frequencies 0.2 and 0.3, separation is delayed and the
reattachment length is only slightly decreased by 10 %. For frequencies lower
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FIcure 8. (a) Influence of forcing amplitude: Skin friction
coefficient for forcing at w = 0.09 and x¢ = 110, (b) Influence
of forcing frequency: Skin friction coefficient for forcing with
fo=0.1 at o = 110.

Wt fO Lsep Tatt Ty Uso (ZE — 200)
- - 126 247 121 0.54
0.07 0.1 128 141 13 0.50
009 01 122 135 13 0.50
0.10 0.1 121 133 12 0.50
0.15 0.1 135 261 126 0.59
0.20 0.1 146 255 109 0.56
0.30 0.1 135 245 110 0.53
0.09 0.01 126 246 120 0.53
0.09 0.05 138 255 117 0.57
0.09 0.1 122 135 13 0.50

TABLE 1. Frequency and amplitude dependence for forcing
centred at x9 = 110, 8 = 0. =4, denotes mean separation
point, x,; denotes mean reattachment point x, mean reat-
tachment length.

than the most effective frequency range, separation is delayed, but the reat-
tachment length is decreased less than for the most effective frequency range.
However, the results for frequencies below w = 0.07 were not of interest here
and are therefore not shown in Table 1. Those lower frequencies correspond to
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FIGURE 9. (a) Profile of streamwise mean velocity at z = 150
(x = x5ep+0.22,), (b) energy spectrum of streamwise velocity
component at x = 150,y = 7, (c) growth rate ¢; for least stable
mode versus a and (d) growth rate ¢; for least stable mode
versus w. Crosses denote results achieved with, circles without
smoothing in Chebyshev space.

wavelengths in the range of the length of the bubble. However, the idea of the
forcing is not to intensify motions corresponding to the movement of the entire
bubble and therefore higher frequencies are used. In an attempt to understand
these results we perform a linear stability analysis which is presented in the
section below.

3.2.4. Linear stability analysis

Temporal stability results are presented with the aim of understanding why rel-
atively high amplitudes and low frequencies are necessary in order to eliminate
separation by time perodic forcing. The analysis was performed on the mean
flow calculated from the DNS data without forcing by averaging in both time
and spanwise direction. Due to the fact that turbulent mean profile represents
the flow only in an averaged sense and that the boundary layer is growing the
results from such an analysis have to be interpreted carefully. A more advanced
analysis where the effect of the turbulent stresses are taken into account would
contribute further understanding but is out of the scope of the present paper.

The results are shown in fig. 9 for a profile of the streamwise mean velocity
which has been extracted at the position = 150 (z = xsep + 0.22,). Within
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the temporal framework, the wavenumber is given and phase speed and growth
rate have to be determined. Therefore the growth rate ¢; is shown versus
«a in fig. 9. Since the frequency is related to the phase speed w = ac, the
corresponding frequency w is calculated and the dependence of ¢; is shown
versus the corresponding frequency w. The growth rate has a maximum at
w = 0.01 and is then decreasing. For frequencies higher than w = 0.06 no
modes are amplified. Comparing these results to the energy spectra of the
mean streamwise component, we observe a peak in approximately the same
frequency range with a maximum between w = 0.01 and 0.02, which is in
qualitative agreement with the results from the linear stability analysis. The
fact that the observed growth rates are very small and that only low frequencies
are unstable is possibly due to the low Reynolds number in the simulations.
This explanation is supported by the fact that the stability calculations show
more unstable frequencies if the analysis is performed for the same profile at a
higher Reynolds number.

The results of linear instability calculations can be very sensitive to slight
changes in the mean velocity profile. To examine the influence of small devi-
ations still persistent in the mean profile, the mean velocity profile has been
smoothed by truncating the associated Chebyshev series. The results of the
linear stability analysis performed on the smoothed profile show good agree-
ment with the results for the profile not subjected to the smoothing process
(see fig. 9c,d). However, the growth rate decays slightly faster with increasing
« for the smoothed profile shown in fig. 9c. Depending on the frequency w,
which is the parameter of interest for the forcing, the growth rates of the two
profiles nearly collapse as shown in fig. 9d.

Despite the limitations of performing a linear stability analysis on the tur-
bulent mean flow and the qualitative character due to the growth of the bound-
ary layer, these results give an indication why relatively high amplitudes are
needed in order to eliminate separation by time varying forcing. Note that also
the unstable frequencies correspond to wavelength on the order of the bubble
length. This indicates a possibility of a global instability of the turbulent sep-
aration bubble. However, this has to be investigated using a more advanced
bi-global stability analysis, see e.g. Theofilis (2003).

3.3. Spanwise varying forcing

The results presented in the previous sections concern the effect of periodic
forcing without variation in the spanwise direction. Since time-varying forcing
requires unexpected high amplitudes and also the results of the linear stability
analysis show only low growth rates, a comparision with forcing varying in the
spanwise direction has been performed. Steady spanwise forcing turned out
to be very effective in eliminating the separated region. In this section we
investigate the influence of the spanwise varying forcing.

Figure 10b shows how the mean flow in streamwise direction is affected by
a spanwise varying forcing centered at xg = 110 varying in spanwise direction
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FIGURE 10. Spanwise varying forcing: (a) Mean skin friction
coefficient, (b) Forcing with w = 0.0, 8 = 3—2, mean streamwise
velocity, contour spacing 0.05.
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FiGURE 11. Contour plot of skin friction coefficient for span-
wise varying forcing with w = 0.0, 8 = 2% and f = 0.05,

24
contour spacing 0.005.

with g = 3—2 and an amplitude fo = 0.1. The flow stays attached in the
time- and spanwise averaged mean in the region where the flow separates if no
forcing is applied. Figure 10a shows the mean skin friction coefficient averaged
in both time and spanwise direction as a measure of how the flow is affected
by the forcing for the case of a steady spanwise forcing centered at o = 110
varying in spanwise direction with § = 3—1 (dashed-dotted line). The skin
friction coefficient is increased significantly compared to a forcing with the
same forcing amplitude fo = 0.1 which varies in time but is homogeneous in
spanwise direction (dashed line). Decreasing the amplitude of the spanwise
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FIGURE 12. Instantenous wall-normal velocity component for
different types of forcing: (a) Isosurfaces at values of +0.1
(light) and -0.1 (dark) for forcing with w = 0.09, 8 = 0 (b)
Isosurfaces at values of +0.2 (light) and -0.2 (dark) for forcing
with w = 0.0, 8 = Z (c) Isosurfaces at values of +0.1 (light)
and -0.1 (dark) for forcing at w = 0.09, 3 = 27.

varying forcing described above by 50%, the flow has been observed to stay
attached in the region where separation occurs if no forcing is applied. Thus
the spanwise varying forcing is more effective compared to the two-dimensional
time-periodic forcing.

For this case, a contour plot of the skin friction coefficient averaged only in
time is shown (fig. 11). The skin friction coefficient is varying in the spanwise
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FIGURE 13. Contours of streamwise turbulent fluctuation (0.0
to 0.5, spacing 0.03).

direction in the region where the forcing is applied and the spanwise varia-
tion persists downstream towards x = 200. However, the flow stays attached
downstream z = 140 for all spanwise positions judging by the skin friction
coefficient.

A combination of the time dependent and spanwise effects has also been
tested by applying a forcing which varies both in time and in spanwise direction.
The curve of the skin friction coefficient (dotted line) is located between the
skin friction coefficient for the forcing only varying in spanwise direction and
the forcing only varying in time with the same forcing amplitude applied at
the same forcing position zg.

To illustrate the effect of the different types of forcing on the flow, a close
up of the region where the forcing is applied, is shown in fig. 12b for the
steady spanwise forcing and in fig. 12c¢ for the forcing both in time and in
spanwise direction in comparison the only time-dependent forcing 12a. The
isosurfaces of the instantaneous wall normal component illustrate the effect of
the forcing on the flow. A spanwise varying structure is clearly seen in case the
spanwise varying forcing whereas the structures due to the time dependence of
the forcing are clearly visible if the forcing is varying in both time and spanwise
direction.

To examine the effect of the forcing on the flow further, turbulent fluctu-
ations have been compared for the there cases discussed in this section. As
an example, the contour plots of the streamwise fluctuation are shown in fig.
13. For all types of forcing compared here, the streamwise fluctuation is signif-
icantly higher than if no forcing is applied. The comparison of the turbulent
fluctuations shown in fig.13 reveals that the time-dependent forcing mainly
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affects the shear layer whereas in the case of spanwise varying forcing the fluc-
tuations also increase in the area where backflow occurs without forcing.

4. Conclusions

Direct numerical simulations of a turbulent boundary layer separating under
a strong adverse pressure gradient have been performed. This flow configu-
ration has been examined as a model problem for separation occuring in the
technological applications of interest, e.g. diffuser like flows.

The aim of our study was to investigate the effect of periodic excitations
on the separated region occuring in this flow. For time-dependent forcing, we
have analysed how the position, the amplitude and the frequency of the forcing
affect the flow. The influence of forcing varying in the spanwise direction has
been studied for both steady spanwise forcing and in combination with time
varying forcing.

We have shown that the flow in the separated region can be forced to
stay attached by applying time-periodic perturbation upstream the separated
region. This is due to fact that the mixing is enhanced which can be interfered
from larger rms-values of the fluctuating component.

Investigating the influence of the position of the forcing, we found that
the closer the forcing is located with respect to the separation point, the more
effective it is in suppressing separation. When considering the frequency depen-
dence of the forcing we found the frequencies in the range 0.07 < w < 0.1 most
suitable to reduce the area where backflow occurs. It has been observed that
sufficiently high amplitudes are necessary in order to reduce the reattachment
length. The order of magnitude needed for the forcing to effect the separation
bubble is higher than expected. However with an amplitude fy = 0.1 nondi-
mensionalized with the freestream velocity at the inlet and the displacement
thickness at the inlet, the order of magnitude of the volume force is consider-
ably lower than the other forces in the flow. The turbulent separation on a flat
plate investigated here is a result of a strong pressure gradient only and not
any geometry changes. It is in this regard different from the cases where time-
periodic excitation was found to be effective for lower amplitudes. Contrary
to the present investigation, the point of separation does not fluctuate in the
cases where a geometry change fixes the separation point, which simplifies the
understanding of the dynamics of the time-dependent forcing.

The temporal linear stability analysis has been carried out on a mean
streamwise velocity profile taken at the beginning of separated region and
showed that the mean velocity profile is only unstable for frequencies below
w = 0.06. The growth rates are small even in the frequency range where the
flow is susceptible to perturbations. This is possibly due to low to the Rey-
nolds number in the direct numerical simulations. However, the parallel mean
flow assumption in the linear stability analysis means that one has to be care-
ful interpreting the results of the linear stability analysis for lower frequency
disturbances. In the experimental investigation of periodic excitation of the
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flow over a backward-facing step, Roos & Kegelman (1986) found by varying
the Reynolds number that a reduced effectiveness of shear layer excitation was
present when the turbulence was not fully developed.

Spanwise variation of the forcing has been shown to be more effective in
eliminating the separated region than two-dimensional time-varying forcing.
Applying a steady spanwise forcing with half the forcing amplitude used for
the time dependent forcing, the flow stays attached in the region where it sep-
arates without forcing. At a higher Reynolds number, time-varying forcing is
expected to be more effective, since the two-dimensional disturbances are then
expected to be more unstable, and do not have to be forced with such high
amplitudes. However for the flow over a backward-facing step, Chun et al.
(1999) and Kang & Choi (2002) showed that the reattachment length could be
reduced the most by a suitable combination of time dependent forcing and forc-
ing varying in spanwise direction. Investigations of such forcing combinations
together with more advanced feedback control schemes would be interesting in
future investigations.
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SUMMARY:: The instability characteristics of a turbulent flat plate boundary
layer separating under a strong adverse pressure gradient are examined. The
analysis is based on the data of direct numerical simulation. A theoretical
model of harmonic perturbations is considered, including the contribution of
the turbulent part of the flow, to investigate the stability characteristics of the
flow. The structure of the organized waves is also investigated by means of
Proper Orthogonal Decomposition (POD).

1. Introduction

The understanding of the behavior of a flow in a boundary layer and the know-
ledge of its physical implications like the wall shear rate or the heat transfer is in
many technical and industrial applications often of paramount importance (for
example for the design of a turbine blade). These physical properties depend
heavily on if the flow is laminar, transitional or turbulent and if there a separa-
tion bubble occurs or not. Therefore, Direct Numerical Simulations (DNS) of a
turbulent boundary layer separating under a strong adverse pressure gradient
have been performed in Herbst (2004) and Herbst & Henningson (2005), which
provide a basis for the present work. Flow separation limits the performance
of many technical devices due to severe pressure losses. For this reason flow
control may be desired to eliminate or reduce the size of the separation bubble.
An interesting control approach, investigated in Herbst (2004) and Herbst &
Henningson (2005), is to use periodic excitation to eliminate the separation.
The turbulent flow over a flat plate with pressure gradient has been chosen
as a model for separation and its control for the technological applications of
interest, e.g. in diffusers.
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These previous studies showed that the parameters (frequency and span-
wise wavenumber) of the most efficient periodic forcing do not correspond to
the most unstable mode predicted by the local linear stability analysis. This
stability analysis was made based on the time-averaged profiles, ignoring the
contribution of the turbulent part of the flow. One of the objective of the
present work is to advance the analysis by including the effects of the random
turbulent flow. For this matter, we follow the approach of Hussain & Reynolds
(1972) who used an eddy viscosity model to calculate the Raynolds stress terms
caused by presence of organized waves in a turbulent flow. This approach was
also used by Reau & Tumin (2000) to investigate the characteristics of harmonic
perturbations in turbulent wakes.

The present article is based on the master thesis of S. Spehr (2004) and
S. Deubelbeiss (2005). Since new numerical simulations were performed some
parts of the analysis were repeated and enhanced.

2. Direct Numerical Simulations

The flow in a separated boundary layer over a flat plate has been studied by
means of numerical simulations. Further, a periodic volume forcing has been
used to control the separation bubble.

The computational box (see figure 1) is 450 nondimensional units long
including the fringe region with a length of 50, 50 units high and 24 units wide.
A resolution with 480 points in streamwise direction, 193 points in wall normal
direction and 64 points in spanwise direction is used. Here, the reference length
is the displacement thickness at inlet of the box where the Reynolds number
Re = 400. For a description of the numerical tools the readers are referred to
Herbst (2004).

The streamwise component of the freestream velocity, u., used to generate
the separation bubble, is shown in figure 2. At the leading edge (x = 0) a
laminar Blasius boundary layer profile is introduced. Downstream at position
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FIGURE 2. Freestream velocity distribution at the beginning
of the simulation.

x = 10 the laminar-turbulent transition is triggered by a random volume force
near the wall (see figure 1). When no control is imposed, the separation of
the flow occurs at s, = 126 and the reattachment point is at x4y = 247
(reattachement length: 2, = 121). The control is performed by means of an
oscillating volume force F, in the wall-normal direction. This volume force
decays exponentially from the boundary layer wall and is centered around xg

Tr — 242

] )cos(wt)cos(ﬁz) , (1)

Fy, = foexp (—% — [

Tscale

where fj is the forcing amplitude, w the oscillation frequency, § the spanwise
wavenumber, Ts.qie @ parameter controlling the decay of the forcing in x direc-
tion and ¢ a parameter controlling the wall normal decay. It has been shown
by Herbst (2004) and Herbst & Henningson (2005) that the closer the forcing
position (for the separation control) is located with respect to the separation
point, the more effective it is in suppressing the separation. In the calculations
presented here, the location of forcing is zg = 110, its frequency w = 0.09 and
its amplitude set to either fy = 0.1 or 0.01.

To give a picture of the flow analyzed here, some plots with fundamental
values (from the DNS calculations in Herbst (2004) and Herbst & Henningson
(2005)) are shown in figures 3 and 4.

In figure 3 the mean flow component in streamwise direction averaged in
time and spanwise direction can be seen. The upper figure shows the unforced
case with the separation bubble (white dashed line: negative streamwise veloc-
ity) and the lower one shows the forced case with a forcing frequency w = 0.09
and a forcing amplitude fy = 0.1. For the latter one the separation bubble
almost disappears.

In figure 4 the u,.,,s -velocity is plotted for the unforced and forced cases.
It is obvious that the range of fluctuations for the forced case is increased and
that its maximum occurs around the forcing position.
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F1GURE 3. Mean velocity component in streamwise direction
for the unforced and forced case in contour plots. Contours of
mean velocity component in streamwise direction for (a) the
unforced and (b) the forced case with the forcing frequency
w = 0.09 and the forcing amplitude fo = 0.1 (neg: dark grey
to pos: white, white dahed line: -0.025, contour spacing 0.05).

3. Stability Analysis
3.1. Equations

Here, we present the equations describing the evolution of organized waves in a
turbulent flow. The derivation follows closely the work of Hussain & Reynolds
(1972).

As we are interested in the evolution of coherent structures in a turbulent
flow, we introduce the following decomposition of variables

E(T1) = (@) + (@1 + €@ 1) . (2)
where, () denotes the mean (time-averaged) quantities, (-) the periodic wave
and ()’ corresponds to the turbulent motion. The time average £ and phase

average are defined as

EEt) == [ &@t+rdr, 3)
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FIGURE 4. Turbulence intensity w,.,,s for the (a) unforced and
(b) forced case (zero: dark grey to pos: white, contour spacing
0.03).

1
<§(f,t)>:g(f,tw):nlinoloﬁgf(f,tw+ZTp) ) tw:iTPa 0<p<2r.
(4)

Here, Tp is the cycle duration and ¢ the phase angle.

Introducing the triple decomposition (2) into the Navier-Stokes equations,
phase averaging and subtracting the time-averaged equations give the dynam-
ical equations for the organized waves which in non-dimensional form are

ou; _ 0w ou; . 8[3 1 82111' 0 0

i a i 5. . 0.2 . ~i~'_~i~’ _—~i’a 5
ot +u] 8:1:]- +U_7 ij 8% * Re 8117-? + 8xj (U i b u']) ijrj ( )
with

Tij = <u;u;> — ujul. (6)
Here, u; represents the i-th component of the velocity vector, p the pressure, ¢
the time. The Reynolds number is defined as Re = U:efo_ef/yjfef, where U ¢,
Ly, 7 and v, 7 represent a characteristic velocity, length and kinematic viscosity,
respectively. Throughout this text, the subscripts 1, 2 and 3 correspond to the
streamwise (), wall normal (y) and spanwise (z) directions, respectively. The
velocities in the respective directions will also be denoted by u = u1, v = us
and w = uz. The term 7;; is the difference between the phase and time averages
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of the Reynolds stresses of the background turbulence and can be regarded as
the oscillation of the background Reynolds stresses due to the passage of the
organized disturbance. Following the work of Hussain & Reynolds (1972), we
adopt an eddy viscosity model and assume

ou; 0y 1 /0a; 0uy
rij = — = —2118;5, Sij = = L) 7
o= (52 + ) = sy, sy Q(azﬁazi) (7)
Here, vy is calculated based on the DNS results defined either as
e u;u/‘gij k2
v =vp = —72@;5“ .oty =uf = Cu s (8)

with % being the turbulent kinetic energy, € the dissipation rate and ¢, = 0.09
a model constant. We assume the organized waves to be normal modes given
as
xT
g(x,y, z,t) = é(z, y)e?, with 6 = / a(x')dx' + Bz — wt, (9)
Zo
where a and 3 are stream- and spanwise wavenumbers, respectively, and w
the angular frequency of the wave. Introducing the ansatz (9) and (7) in
equation (5), removing the terms nonlinear in @; and assuming weak streamwise
dependency of flow variables results in a modified set of Parabolized Stability
Equations, PSE (see e.g. Bertolotti & Herbert (1992)).

3.2. Analysis

Here we present the results of the stability analysis of the unforced separation
bubble. To measure the size of the disturbance, we choose an integral quantity
defined as

A2 :/ |2 dy. (10)
0

with corresponding growth rate as

Ou2 = —Q; + (,%ln(\/A—uz) , (11)

In figure 5 the growth rates of disturbance with different 3 are shown. The
data are given for both v, = z/éc and quasi laminar case vy = 0. It was observed
that for x < 140 the eddy viscosity has a damping effect on the growth rate
of the disturbances. However, for x > 140 the effect of eddy viscosity was
found to be the opposite for G > 0.1. The most interesting result is that when
the eddy viscosity is taken into the account the damping rate decreases with
increasing value of . The opposite is valid for the quasi laminar case.

In order to make a comparison with the DNS result, we extract the coher-
ent structures corresponding to the frequency of periodic forcing by a Fourier
Transform of the spanwise- and phase-averaged data. Figure 6 demonstrates
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FIGURE 5. Growth rate based on A, for different values of
spanwise wavenumber 3. (a): v; = vF, (b): vy = 0. w = 0.09.
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F1GURE 6. Contour plot of the coherent structure. Contours
ranging from -0.225 to 0.225, contour spacing 0.05, dashed lines
denote neg. values, solid lines denote positive values.

the structure of the organized wave in the separation bubble. As can be seen
there, the amplitude of the wave decays as it propagates downstream.

In figure 7(a), the values of A,2 as a function of streamwise position for
the low and high amplitude cases are plotted. For comparison, the linear PSE
results are also given. The DNS data show an initial growth of the disturbances
which is then followed by a long region of decay. The maximum amplitude is
reached at x ~ 120 which is close to the point of separation in unforced case
(x = 126). As can be seen, the PSE results seems to predict the decay of low
amplitude case correctly. Surprisingly, the quasi laminar results (v, = 0) fit
better to the DNS data.
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FiGURE 8. Amplitude of disturbances as a function of wall-
normal coordinate. (a): x =102, (b): z = 121.

In figure 7(b) the phase of the disturbance (high amplitude case) measured
at the location of its maximum at each streamwise position is shown. Esti-
mating the wavelength of the disturbance as a« = d®/dx gives a value of 0.22,
which corresponds to a phase velocity of ¢ = 0.41. This value is close to that
found in quasi laminar calculations.

In figure 8 the amplitude of disturbances from DNS and PSE calculations
at two different streamwise positions are compared to each other. Although the

variation of A,z in PSE and low amplitude forcing DNS are in close agreement,
the shape of disturbances are different.

4. Proper Orthogonal Decomposition (POD)

Proper orthogonal decomposition (POD) was introduced by Lumley to identify
coherent structures in random turbulent flows. The implementation of the
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POD in the manuscript is based on the method of snapshots developed by
Sirowich (1987). For a given number M of snapshots of instanteneous velocity
fields w;(z,y, 2, t,) at discrete times ¢,, the eigenvectors and eigenvalues of the
discrete correlation matrix
nr ny nz 3
A= 1/MZZ Z Z wi(zr, i, 21, ti)wi(Te, yi, 21, t5) (12)
k=1 1=1 m=1n=1
are computed. For a thorough derivation of the equations and a detailed treat-
ment of the subject, see e.g. Holmes et al. (1996).

The results for POD applied to the periodically excited turbulent sepa-
ration bubble are presented in this section. POD has been applied to three
dimenensional velocity fields, but since the flow is homogeneous in spanwise
direction, every POD mode is associated with a Fourier mode in spanwise di-
rection. Consequently contour plots of a selected x-y-plane are sufficient to
show the results of the POD. The contour plots belong all to z=0 and are
therefore situated in the middle of the domain. The dataset which POD was
performed on consists of 150 snapshots taken within one forcing-period and
equidistant in time.

Figure 9 shows the eigenfunctions associated with the eight highest eigen-
values. The smaller the magnitude of the corresponding eigenvalues the less
energy do the eigenfunctions contain. Therefore we focus on the eigenfunctions
corresponding to the highest eigenvalues. The eigenfunction corresponding to
the highest eigenvalue (mode 1) is shown in figure 9(a) and can be associated
with the baseflow. Mode 2 and 3, shown in figures 9(b) and (c¢) show almost
similar structures, originating around (z = 110,y = 0), the point where the
forcing is centred and decaying only slowly while travelling upwards in the
shear layer. Figure 10 (a) and (b) show the eigenvalues. The first eigenvalue is
four times higher than the second one. Remarkable is that the following eigen-
values occur in pairs, the second and third eigenvalues have the same order of
magnitude (0.093 and 0.084) and are more than a factor two larger than the
fourth and the fifth eigenvalue (0.04 and 0.03). Apart from a phase shift, the
projection of the snapshots on the eigenfunctions representing the time depen-
dence of the expansion coefficient of the highest modes (figure 10 (c¢) and (d))
is almost the same for the modes 2 and 3 with the frequency of the original
forcing and for the modes 4 and 5 which represent the

first harmonic. Since the structures displayed by figures 9(b) and (c¢) and
by the figures 9(d) and (e) are also very similar is it again likely that each pair
belongs to one structure that is travelling downstream.

5. Conclusions

A flat plate boundary layer flow under strong adverse pressure gradient caus-
ing a separation bubble was considered. The data from direct numerical sim-
ulations were analysed by means of stability theory and Proper Orthogonal
Decomposition technique.
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FIGURE 9. Contour plots of the eigenfunctions associated with
the eight highest eigenvalues (Mode 1- 8) in descending order
starting in (a).

The organized wave caused by periodic forcing was extracted by Fourier
transform of the phase-averaged data.

For stability analysis, a theoretical model of harmonic perturbations is con-
sidered, including the effects of the random turbulent flow. Here, we have used
an eddy viscosity approach to model the the oscillations of the background
Reynolds stresses caused by the organized wave. The equations were derived
using the nonlocal stability theory based on the PSE method. The stability cal-
culations seemed to predict the decay rate of the coherent structures correctly,
while the shape of disturbances were different. It should be mentioned once
again that due to large forcing amplitude the nonlinear effects are important
here and may be able to explain some of the differences.

The POD technique was also used to extract the different structures of
the flow. These results show a similarity to the structures found by Fourier
transform of phase-averaged data.
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FIGuRE 10. Eigenvalues corresponding to (a) mode 1- 50 (b)
mode 2-8 (c). Projection of the snapshots of the DNS on
modes 2 and 3 and (d) modes 4 and 5.
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The effect of the sweep angle on the turbulent
separation bubble on a flate plate

By Astrid H. Herbst, Luca Brandt and Dan S. Henningson
KTH Mechanics, SE-100 44 Stockholm, Sweden

Internal report

The effect of the sweep angle on the turbulent separation bubble induced by
an imposed adverse-to-favourable pressure gradient is examined by means of
direct numerical simulation. To the best of our knowledge, this preliminary
work presents the first numerical study of pressure-induced three-dimensional
separated boundary layer flow. It is found that the location of separation is
not changed by the introduction of sweep for the angles examined here. The
reduction of the separated region is in agreement with previous studies on span-
wise invariant three-dimensional separation, where deviations from the sweep-
independence principle are observed for angles o > 40°. A significant increase
in the turbulence activity in the separated region beneath the detaching shear
layer and downstream of reattachment is clearly seen for the flow configuration
of largest sweep. As observed in previous studies, it is not possible to find a
universal scaling for the mean flow quantities and statistics of the turbulent
fluctuations valid at all locations. However, it can be deduced from the data
that , in general, the velocity C of the external streamline seems to provide
the best scaling for the flow quantities at separation and inside the separated
region, whereas the streamwise velocity U yields a better data collapse in the
reattachment region. The latter can be explained by the fact that U is more
directly related to the external pressure distribution. Comparison with the sim-
ulations of three-dimensional boundary layers subject to weak adverse pressure
gradient indicates that strength of the pressure gradient, the strain rate and
the occurrence of separation have a deeper impact on the turbulence structure
than the skewing of the mean flow.

1. Introduction

Many flows encountered in engineering applications are characterised by three-
dimensional mean velocity fields, i.e. they are characterised by mean axial
vorticity. A wide variety of them is further complicated by the occurrence of
boundary layer separation. Applications of three-dimensional separated flows
can be found among others on airfoils, road vehicles and turbine blades. Sep-
aration is still difficult to predict by the presently available turbulence models
and it has a deep impact on the performance or lost of functionality of many

81



82 A. H. Herbst, L. Brandt & D. S. Henningson

devices. This justifies the increasing interest in such flows. The aim of the
present work is thus to examine the effect of such skewing of the mean flow on
turbulent separation.

The pressure-induced separation of a turbulent boundary layer evolving
over a semi-infinite swept flat plate is considered in the present work and stud-
ied by means of Direct Numerical Simulation (DNS). The flow under consid-
eration is therefore spanwise invariant: the mean velocity field is characterised
by three velocity components but these can be expressed only as a function
of two spatial independent variables. Therefore the spanwise derivative of any
flow quantity is zero. The present configuration is thus an obvious first step in
the generalisation from a two-dimensional and coplanar mean flow to the fully
three-dimensional case. The spanwise invariant mean flow can still be seen as
two-dimensional but it is not coplanar. The few related studies found in the lit-
erature all consider three-dimensional separation triggered by the geometrical
configuration, a sharp edge, and to the best of our knowledge no studies on tur-
bulent three-dimensional pressure-induced separation are available. Recently,
Hetsch & Rist (2006) studied the effect of the sweep angle on the disturbance
amplification and the onset of transition on a laminar separation bubble on a
flat plate.

The experiments by Hancock & McCluskey (1997); Hancock (1999) con-
sider separation behind a swept separation line created by a vertical fence
mounted on the front of a horizontal splitter plate. The measurements are
limited to a swept angle of 25° and the reference case without sweep. These
authors find that the outer layers of the separation bubble are essentially in-
dependent of sweep angle; the lateral velocity is nearly equal to the velocity
in the free-stream. Thus the velocity in the separated region scales with the
streamwise component U. It is suggested that the presence of vorticity perpen-
dicular to the separation line has only a negligible effect because the rolling up
of the spanwise vorticity is still dominant. Hancock (1999) also notes that the
inner layer beneath a separation bubble and downstream of reattachment is
thin compared with the bubble height and therefore its motion is driven by the
intense motions in the outer shear layer. In a later experimental study, with
a similar set-up, Hardman & Hancock (2000) show that the cross-flow layer is
substantially thicker than the region where reverse flow is encountered.

For a laminar flow the independence of the separation and reattachment
location on the sweep angle, as observed by Hancock (1999), can be derived ana-
lytically, known as the sweep independence principle (see e.g. Kaltenbach 2004).
The principle states that the streamwise (normal to the leading-edge) and wall-
normal velocities are independent of the presence of the spanwise (parallel to
the leading-edge) component, which behaves as a passive scalar. However, the
sweep independence principle does not necessarily hold for turbulent mean flow
owing to the coupling of the Reynolds stresses induced by pressure-strain and
dissipation rate terms. Kaltenbach & Janke (2000) performed a DNS study of
a transitional separation bubble induced behind a swept backward facing step.
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They show that in their case the sweep-independence principle is followed up
to a sweep angle of 40° in agreement with previous experimental work. The
main deviations from the sweep independence are found to consist in a short-
ening of the separation region and an increase in the turbulent stresses prior
to reattachment when scaled with the step-normal component. The transition
is triggered by a Kelvin-Helmholtz type instability of the shear layer. Even
though spatial growth rates are found to increase with increasing sweep angle
(Lu & Lele 1993), Kaltenbach & Janke (2000) observed only a weak influence
of the skewing on the fluctuation amplifications. The same flow configuration
but at different Reynolds number was examined by Kaltenbach (2003) with
emphasis on the turbulence features inside the separation bubble and down-
stream of reattachment. It is found that the turbulent boundary layer has a
faster recovery for higher sweeps, which was explained by the fact that with
increasing sweep angle the edge-parallel component of the mean flow provides
sufficiently high wall-normal shear at the wall so that strong turbulent pro-
duction is observed even close to the attachment line. The turbulent flow over
a swept backward-facing step was studied by Kaltenbach (2004) using Large
Eddy Simulation (LES). He concluded that no significant influence of the mean
flow skewing on the statistical turbulence structure is present inside the outer
free shear layer, whereas substantial changes in the near-wall region upstream
of reattachment is due to the sweep. It was also observed that the decrease in
length of the separation bubble with the sweep angle is less for turbulent than
for transitional flow.

Three-dimensional turbulent separation is sensitive to the incoming turbu-
lent boundary layer flow. Numerous studies have considered skewed turbulence
and the main results can be summarised as follows. First, the near-wall activ-
ity (shear stress and turbulent kinetic energy) is reduced for increasing sweep
(Johnston & Flack 1996). As a consequence, a reduction of the structure pa-
rameter a; is observed when three-dimensional effects are present. The LES
study by Kannepalli & Piomelli (2000) indicates that the reduction of turbu-
lent kinetic energy is due to the disruption of the streaky structures and of the
outer layer vortical structures induced by the imposition of a transverse shear.
However, it should be noted that contrary to previous studies the addition of
mean crossflow to the complex flow over a bump did not reduce the vertical
mixing relative to the turbulent kinetic energy in the experiments by Webster
et al. (1996). Secondly, a misalignment between the shear stress vector and
the strain rate vector is observed. This lack of alignment has far reaching con-
sequences for turbulence modelling, refuting the validity of any eddy-viscosity
model assumption. Such a misalignment is also observed for three-dimensional
separation both for transitional flow (Kaltenbach 2003) and in the LES of a
fully turbulent flow in Kaltenbach (2004). In the latter work it is concluded
that, however, models which rely on the alignment of shear-stress vector and
velocity gradient do not necessary fail in three dimensions since the largest
misalignment is concentrated in regions of low turbulence production. Third,
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the numerical experiment by Coleman et al. (2000) demonstrate the turbu-
lence in the outer layer of the boundary layer is hardly influenced by a pure
skewing strain rate. Apart from the main focus on the effect of sweep on the
turbulent separation bubble, simulations of three-dimensional boundary layer
under a weak adverse pressure gradient are also presented in this paper in order
to compare the characteristics of the incoming flow to those of a fully devel-
oped three-dimensional boundary layer and try to separate the effect of mean
flow skewing from that of the strong pressure gradient and strain associated to
separation.

The spanwise invariant configuration is chosen because owing to the com-
plexity of fully three-dimensional separation and to the lack of a reference co-
planar case it can be difficult to isolate the effects of skewing. This advocates
the need for a systematic approach to identify the effect of increasing mean
axial vorticity of the base flow. In fact, turbulence is found to be more af-
fected by changes in strain rates than by skewing (Coleman et al. 2000). In the
simulations presented here, the spanwise velocity therefore is increased in two
steps from zero to the value of its streamwise counterpart U, that is a largest
inflow sweep angle of 45° is considered, leaving the remaining flow parameters
unchanged.

The present work can therefore be seen as an extension of previous studies
on the two-dimensional separation of a turbulent boundary layer flow over a
flat plate. The latter problem was investigated using direct numerical simula-
tions only in a few previous studies. Spalart & Coleman (1998) performed a
DNS of a turbulent separation bubble with heat transfer. They showed that
separation has a large effect on the boundary layer and found an increase in the
Reynolds stresses over the separation bubble which they explained by a lift-
up of the turbulent fluid from the wall region. The separation of a turbulent
boundary layer has further been numerically analysed by Na & Moin (1998).
They find that the turbulent structures emanating upstream the separation
move upwards into the shear layer and then turn around the bubble causing a
maximum of the turbulence intensities in the middle of the shear layer. Skote &
Henningson (2002) conducted a DNS of a turbulent boundary layer separating
due to a strong adverse pressure gradient using the same numerical code that
was applied in this study. In comparison with the earlier simulations the flow
has a stronger and larger recirculation region. Manhardt & Friedrich (2002)
carried out a DNS of the separated turbulent boundary layer comparable to
the experiment of Kalter & Fernholz (1995) but at half the Reynolds number of
the experiment. They find that the shape and the dynamics of the separation
bubble are governed by the large scale vortices reaching from the wall into the
shear layer above it, similarly to what observed for the swept separation by
Hancock (1999). A turbulent separation bubble has also been simulated by
Herbst & Henningson (2006). These authors consider the turbulent boundary
layer flow over a flat plate separating due to an adverse pressure gradient and
reattaching due to the presence of a favourable gradient further downstream.
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The focus of the study is on the effect of periodic excitation in eliminating the
separated region. The uncontrolled configuration used in Herbst & Henning-
son (2006) provides the starting point for the present study. Spanwise skewing
of the mean flow is in fact imposed to a flow subject to the same streamwise
pressure distribution adopted previously. Two sweep angles will be considered
here, ap = 11° and oy = 45°, where g denotes the angle between the in-
coming free-stream velocity and the direction of the imposed pressure gradient
measured in the region of zero pressure gradient upstream of the bubble.

2. Governing equations and numerical methods
2.1. Numerical scheme

The simulations of the turbulent boundary layer exposed to an adverse to
favourable pressure gradient have been performed using a code developed at
the Department of Mechanics at KTH by Lundbladh et al. (1999). The code
uses a pseudo-spectral method with Fourier discretization in streamwise and
spanwise directions and Chebyshev polynomials in the wall-normal direction.
A fringe technique enables simulations of spatially developing flows while using
Fourier discretization in the streamwise direction (see Nordstrom et al. 1999).
A fringe region is added at the end of the computational domain to force the
outflow back to the inflow velocity field and thus satisfy periodic boundary
conditions. Therefore the code solves the unsteady three-dimensional Navier—
Stokes equations with the addition of a volume force F:

Ou; Ou; 1 Op 0?u;
— +v 5
or g

E—’—Ujal'j B ;8501

+ F; (1)

The forcing
Fi = M) (u; — ui) (2)

is non-zero only in the fringe region. u; is the laminar inflow velocity profile
the solution w; is forced to and A the strength of the forcing. The form of the
fringe function is designed to have minimal upstream influence (see Herbst &
Henningson 2006).

The time integration is carried out using a four-step low-storage third-
order Runge-Kutta-scheme for the non-linear terms an a second-order Crank-
Nicolson method for the linear terms. Aliasing errors from the evaluation of the
non-linear terms are removed applying a %—rule when the FFTs are calculated
in the wall parallel plane.

2.2. Parameter settings and boundary conditions

The simulations are performed at an inflow Reynolds number Res:= Udg/v
= 400 based on the displacement thickness d; of the boundary layer and the
normal-to-leading-edge free-stream velocity U at the inflow x=0. If not other-
wise stated, all quantities are non-dimensionalized by U and §§ at x = 0. At
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this position, a laminar Blasius boundary layer profile is introduced. Down-
stream at x = 10 laminar-turbulent transition is triggered by a random volume
force near the wall.

The computational box is 450 non-dimensional units long including 50 non-
dimensional units for the fringe, 50 units high and 24 units wide. A resolution
with 480 modes in streamwise direction, 193 modes in wall-normal direction
and 64 modes in spanwise direction is used, which gives a total of 6 million
points.

The boundary conditions are no-slip at the wall. Due to the finite size of the
computational domain, the flow domain is truncated and an artificial bound-
ary condition is applied at the free stream. A so-called asymptotic boundary
condition is used, which is a generalization of the boundary condition used by
Malik et al. (1985). It takes the form

(D+ ko = (D+[k)V
(D+kha = (D+|kNU (3)
(D+ k) = 0

where ~ denotes the Fourier transform in the horizontal direction, |k| is the
absolute value of the horizontal wavenumber vector and D is the derivative in
the wall-normal direction and a capital letter the mean flow component. This
boundary condition allows the top of the computational domain to be placed
closer to the wall in simulations where e.g. waves are present. Furthermore,
in simulations of a transitional separation bubble this boundary condition has
shown to give good agreement with the experimental findings as described by
Haggmark et al. (2001). However, the asymptotic boundary condition cannot
be applied at the start of the simulations because the correct base flow close
to the upper boundary is not known in advance. To establish the bubble
the simulation is initially carried out imposing in the free stream zero normal
derivative of the streamwise and spanwise velocity components and

OUapag (@)
ox
where U4pg is the initial free-stream streamwise velocity distribution defining

the external pressure gradient. For the simulations reported in this paper U4 pa
is chosen as

Dv=DVapg = —

T — Tend

T — Tstar
Uapc = 1= (1= Upin) (S(—22) — §( +1)) (5)
T fall Trise
where S is defined by
0 <0
S(x)=1¢ 1/[l+exp(z25+1)] 0<z<1 (6)
1 r>1
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FIGURE 1. Freestream velocity distribution at the beginning
of the simulation.

and Uppin, = 0.55, Tgtart = 50, Teng = 350, Tfan = Zrise = 150, see figure 1. The
free-stream distribution sets the pressure gradient and the chosen parameters
are therefore important for the developing flow.

The simulation is thus initially run with the boundary conditions (4) and
(5) until a separation bubble has been established and the flow enters a qua-
si-equilibrium state even though it does not become completely statistically
stationary. The mean flow to be used for the asymptotic boundary condition
(3) is calculated by averaging in time and spanwise direction while the flow is
in this quasi-equilibrium. A similar procedure was also adopted by Haggmark
et al. (2001) who switched to an asymptotic boundary condition at a later
time because the correct base flow was not known a priori. Proceeding in
this manner, a good agreement with the experimental results was achieved.
Recently, Marxen (2004) developed an interaction model for the simulation of
a transitional separation bubble. The interaction model is an iterative implicit
method to separate viscous and inviscid effects based on potential flow theory
and source and sink modelling of the separation induced displacement. The
values for the boundary condition at the upper boundary are adjusted while the
the simulation is run until the iterative process has converged. The procedure
applied in this study can be viewed as a first step where the boundary condition
is retrieved through an iterative process consisting of two steps. The sweep is
introduced at a third stage. Once the two-dimensional turbulent separation
bubble with the asymptotic free-stream condition has reached steady state,
a non-zero spanwise velocity component is imposed at the upper limit of the
computational domain.

Before presenting the main results of our study a brief description of the no-
tation is appropriate. For the infinite swept flat plate considered here, the sweep
angle « is defined as the angle between the normal-to-leading-edge direction
and the projection in a wall-parallel plane of the direction of the free-stream
streamline. Two reference frames can be used to analyse spanwise-invariant
three-dimensional flows. The first system is aligned with the flat plate (and
the external pressure gradient) while the second is relative to the external
streamline. The first will be indicated by x,y, z where z denotes the stream-
wise (parallel to the pressure gradient) direction, y the wall-normal direction
and z the spanwise (parallel to the plate leading edge) direction. The second
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FI1GURE 2. Contours of streamwise disturbance velocity at y =
1. Contour levels ranging from —0.45 to 0.45, contour spacing
0.1, with dashed lines indicating negative values and solid lines
positive values. (a) ap = 45°, (b) ap = 11°.

reference frame will be denoted by Z, y, 2, with & the downstream direction par-
allel to the external streamline and Z the cross-flow direction, the wall-normal
direction being the same for the two coordinate systems. The corresponding
velocities will be denoted (U, V, W) and @', v’, @’ where capital letters are used
for mean values and primes for the velocity fluctuations. The total wall-parallel
velocity is C' = /U2 4+ W?2. Quantities denoted with an index zero, e.g. ag, re-
fer to values at the inflow of the computational domain. For the normalisation
of the velocity in the figures, free-stream values are used. These are simply
indicated by the velocity component, e.g. Wy is the inflow spanwise velocity.

3. Results
3.1. Flow visualisation

Visualisations of the instantaneous flow are shown first in order to provide a
picture of the flow under consideration. The instantaneous streamwise velocity
perturbation, defined as the difference between the local velocity and its span-
wise mean, is shown in a plane parallel to the wall at y = 1 in figure 2. The
plot in figure 2(a) pertains to the simulation with inflow sweep angle ag = 45°,
whereas the flow with sweep ap = 11° is depicted in figure 2(b). Note that
the streamwise coordinate z is aligned with the externally imposed pressure
gradient and that the plot is not at the actual scale, so that the sweep angle
appears to be considerably deformed (increased) by the stretching of the axis.
The two-dimensional reference case is not reported here; as discussed below its
features are very similar to those observed in the simulation with sweep of 11°.
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The incoming flow is laminar and transition to turbulence is triggered at
x = 10. The large structures at the transition stage are clearly convected in
the direction of the free-stream streamline. Turbulent fluctuations intensify in
the region of adverse pressure gradient before the flow separates in the mean
at x ~ 125. It is evident from the plot that separation is spanwise invariant.
In the separated region the maximum of the turbulence activity is occurring
in the detaching shear layer and it is therefore observed at distances from the
wall much higher than that considered here. However, significant qualitative
differences are not observed in the different cases. The important reduction
of fluctuations in the near wall region is more pronounced in the case of lower
sweep. Probably the most interesting features is the early and larger increase
in turbulence activity for the 45°-case. This can be explained by the fact that
with increasing sweep angle the spanwise component of the mean flow provides
sufficiently high wall-normal shear at the wall so that strong turbulence pro-
duction is observed. Such observation would suggest earlier reattachment and
a faster recovery of the turbulent boundary layer in the case with higher sweep.
The latter is confirmed by the analysis of the statistical data (see discussion
below), whereas the reattachment position is only slightly upstream in the case
with larger skewing. This suggests that for the present configuration reattach-
ment is dictated by the external pressure gradient to a high degree and that
the level of turbulent fluctuations has little impact on it.

3.2. Mean flow characteristics

The mean flow characteristics are discussed first, whereas the structure
of the turbulence fluctuations are presented in the next session. The results
are obtained by averaging in time and in the homogeneous spanwise direction.
To give an overview of the flow and the separated region, the streamwise and
spanwise friction coefficients are displayed in figure 3. In 3(a) the streamwise
wall shear stress 7, , is normalised with the free-stream streamwise velocity
U as usually reported in several experimental studies, whereas in figure 3(b)
Cfao = Tws/(0.5pC? cos ) is displayed, where C is the free-stream velocity at
the corresponding streamwise location and « the local angle between the free-
stream velocity and the normal-to-leading-edge direction. Such normalisation
follows directly from the projection of the total shear ¢y = 7,/(0.5pC?) in
the streamwise direction (see also Kaltenbach 2004). From both plots it can be
deduced that the location of the separation point is unchanged by the introduc-
tion of sweep, a results which supports the validity of the sweep independence
principle at the angles considered here. The reattachment location is basically
the same for the case without sweep and the lowest sweep angle, whereas a
slightly shorter bubble is obtained for the largest sweep angle. The reduction
of bubble length is in agreement with previous studies, even if the effect is
not particularly pronounced for the ay = 45° case considered here. However,
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FIGURE 3. Skin friction coefficient (a) 2 * 7,./(ReU?) (b)
2% Ty /(ReU C) (€) 2 % Ty, /(Re W C). Solid line g = 45°,
dashed line ag = 11°, dotted line ag = 0°.

Kaltenbach (2004) notes that the decrease in length of the separation bubble
with the sweep angle is lower for turbulent than for laminar flow.

Considering the streamwise evolution of the friction coefficient, it can be
noted that the scaling in figure 3(a) seems to be valid only in the reattachment
region (x ~ 250), with stronger negative friction for higher sweep inside the
separation bubble. However, when scaling the same data with the total free-
stream velocity, a collapse of the data is observed upstream and for a large
part of the separated region. This suggests that the free-stream velocity C
is the relevant scale at separation whereas its streamwise counterpart is the
relevant scale at reattachment, probably because it is more directly related
to the imposed pressure gradient. The differences close to the domain inflow,
x < 50 can be due to a different transition development. Note that small
differences are found between the no-sweep and the ay = 11°-case. In the
region where the flow remains attached in the presence of the adverse pressure
gradient cy ; is larger for higher sweep angle, whereas the opposite is true in the
flows subjected to the favourable pressure gradient downstream of the bubble.
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FIGURE 4. Mean velocity profiles for different sweep angles
(solid line ag = 45°, dashed line ag = 11°, dotted line oy = 0°)
at different streamwise positions (a) « + 70« U/Uy, (b) U/Ug
at x = 200, (c) U/Uy at z = 250, (d) = + 70 * W/W,.

The spanwise component of the normalised wall-shear stress is depicted in
figure 3(c). The scaling appears not to be as appropriate as for the streamwise
shear, being the values lower for higher sweep angles. The later finding is in
agreement with the LES results in Kaltenbach (2004) for a backward-facing
step and the DNS data of a three-dimensional boundary layer subject to a
weak adverse pressure gradient reported in the appendix.

The mean flow velocity profiles extracted at five streamwise locations
(x =100, 150, 200, 250, 300) are shown in figure 4 in the reference frame
relative to the pressure gradient (or leading edge). The streamwise compo-
nent is depicted in figure 4(a), where small differences can be seen among the
three simulations under considerations. This finding is agreement with previ-
ous studies considering sweep angles lower than 50°. The main differences are
highlighted in the enlargements figure 4(b) and figure 4(c). A stronger coun-
terflow in the separated region and a quicker recovery in the near-wall region
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FIGURE 5. Mean velocity profiles in the coordinate system
aligned with the free-stream streamline for the different sweep
angles under consideration (solid line oy = 45°, dashed line
ag = 11°, dotted line ag = 0°) at different streamwise posi-
tions. (a) z+ 70% U/C, (b) z + 140 « W /C.

downstream of the bubble is observed for the largest sweep. The mean span-
wise velocity component is shown in figure 4(d). Larger differences than for the
mean streamwise component can be seen in this case, being the profiles fuller
for the configuration with lower sweep.

In figure 5(a) the mean velocity profiles in the direction of the local free-
stream streamline are reported for the three cases under consideration. When
increasing the sweep, the profiles appear fuller and no counterflow is observed.
This is explained by the fact the angle with respect to the direction of the pres-
sure gradient is increasing and therefore the negative velocity in the streamwise
direction is not longer yielding a dominant projection in the streamline direc-
tion. The cross-flow mean velocity is reported in figure 5(b). By comparison
with 5(a), it can be observed that the thickness of the cross-flow layer is larger
than that of the reverse flow region and of the viscous boundary layer rela-
tive to the U component (see also Hardman & Hancock 2000). The cross flow
velocity is higher in the case with larger sweep and no collapse of the data
with the data at lower sweep angles is observed when those are presented in
the reference frame relative to the free-stream streamline. These differences in
the mean spanwise velocity component, also observed in figure 4(d), are most
likely due to the presence of a strong pressure gradient, with related rotational
strain rate 0.50W/0x (see Appendix). The spanwise component W gives and
indication of how the axial vorticity €2, = 8W/ Qy is distributed in the flow.
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FI1GURE 6. Hodographs of mean velocity vector for sweep an-
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line, =300, thin dashed line, z=850.) The circles denote the
values at y = 10.

The latter is stronger close to the wall and in the shear layer emanating at
separation.

Velocity polar plots, or hodographs, in the reference frame of the local
free-stream streamline are displayed in figure 6(a) and (b) for sweep angle of
11° and 45° respectively. The results indicate that the skewing of the mean
flow is largest just downstream of the separation point. This is a consequence
of the fact that inside the separation bubble the flow is aligned in the spanwise
direction. It is also possible to note that the skewing of the profile in the
outer part of the boundary layer is reduced when increasing the sweep angle.
This reduction can probably be explained by the fact that the separation line
becomes more aligned with the inflow direction.

3.3. Turbulence characteristics

In this section the statistical properties of the turbulent fluctuations are pre-
sented. The turbulent kinetic energy divided by with UyCy and C3 is shown in
figure 7(a) and (b), respectively. The increase in the turbulent fluctuations in
the free shear layer limiting the size of the bubble is evident in both plots. In
agreement with previous studies on separation it is not possible to find a scaling
law which is valid everywhere. The normalisation with UyC\ seems to be more
appropriate in the outer part of the boundary layer, whereas the scaling with
the total velocity Cy seems to capture the near-wall dynamics for the attached
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FI1GURE 7. Wall-normal profiles of turbulent kinetic energy for
the different sweep angles under consideration (solid line cg =
45°, dashed line ag = 11°, dotted line oy = 0°) at different
streamwise positions (a) z+2000xk/CoUy (b) x+2000xk/CZ.

flow better. An increased turbulent activity is observed close to the wall in
the separated region for the case of largest sweep, yielding a double-peaked
structure of the kinetic energy profiles. Such an increase close to the wall can
be explained by the fact that with increasing sweep the mean velocity compo-
nent parallel to the separation line W can provide near-wall shear increasing
turbulent production.

The Reynolds stresses responsible for turbulence production in three-
dimensional flows, u’v’ and v'w’, are displayed in figure 8 scaled with CyoUy
and CyWj respectively. The u/v'-stress are shown to scale well with CoUy at
least up to the reattachment region. A better collapse at these later stations is
obtained when scaling the data with U2 (not shown), as in Kaltenbach (2004).
This might be due to the fact that the imposed pressure gradient is proportional
to Up. A double-peaked profile is found for the v'w’-stress at the largest sweep.
This can be explained by the presence of two regions of larger mean spanwise
shear OW/0dy, as observed in Kaltenbach & Janke (2000). Unfortunately, sig-
nificant oscillations are observed in the profiles pertaining to the configuration
with lower sweep. The reason is still unclear and it might be related to the
length of the time interval of the averaging procedure (see also Appendix).

For three-dimensional flows, the coordinate independent structure param-
eter

((UIUI)Q + (,U/w/)2)0.5

(u/2 + ,U/2 + w/2)

a; =
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FIGURE 9. Wall-normal profiles of structure parameter al at
different streamwise positions « + 100 x al for different sweep
angles ( solid line oy = 45°, dashed line oy = 11°, dotted line
Qo = 00).

is usually considered. Wall-normal profiles of the parameter a; at different
streamwise locations are displayed for the three simulations under considera-
tions in figure 9. The largest values, about 0.25, are observed in the shear layer
region (to be compared to an equilibrium value of about 0.2 for a free shear
layer). These values are comparable in the three cases examined. The slow re-
laxation of the outer part of the boundary layer, indicated by the outer peak in
the profiles, is also hardy dependent on the sweep angle. For the o = 45°-case
the structure parameter is larger in the near wall region beneath the bubble,
whereas it is the lowest after reattachment, as expected from previous studies
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on three-dimensional turbulent boundary layers (Johnston & Flack 1996). The
values close to the wall are of the order of 0.15.

4. Summary and conclusions

The effect of the sweep angle on the turbulent separation bubble induced by
an imposed adverse-to-favourable pressure gradient is examined by means of
direct numerical simulation. To the best of our knowledge, this preliminary
work presents the first numerical study of pressure-induced three-dimensional
separated boundary layer flow. To better identify the effect of the mean flow
skewing, the free-stream spanwise velocity component is increased leaving all
the other flow parameters unchanged. Having learned from previous studies
on three-dimensional turbulent flows with and without geometrically-induced
separation that the complicated effects of pressure gradient and strain on the
turbulence characteristics are usually larger than those of sweep, simulations of
a three-dimensional turbulent boundary layer subject to a weak adverse pres-
sure gradient are also performed in order to try to separate the two competing
effects, e.g. the mean flow skewing and the strong pressure gradient and strain
rates associated to separation. The main findings can be summarised as follows.

The location of separation is not changed by the introduction of sweep for
the angles examined here, whereas the reattachment occurs slightly upstream
for the flow with largest sweep. The reduction of the separated region is in
agreement with previous studies on spanwise invariant three-dimensional sep-
aration, where deviations from the sweep-independence principle are observed
for angles o > 40°.

A significant increase in the turbulence activity in the separated region
beneath the detaching shear layer and downstream of reattachment is clearly
seen for the flow configuration with largest sweep angle. Such an increase
occurring in the near-wall region is explained by the fact that with increasing
sweep the mean velocity component parallel to the separation-reattachment
line can provide wall-normal shear to feed turbulence production. However,
this enhancement of the momentum mixing does not affect the reattachment
point significantly, suggesting that the imposed pressure gradient is actually the
main parameter determining the flow reattachment in the configuration under
consideration. A different distribution of the external pressure can be designed
in order to emphasise the effect of the increased turbulent mixing on the flow
reattachment. A longer region with a weaker flow acceleration downstream of
the bubble would probably help but it would cost in terms of computational
efforts.

Profiles of mean flow quantities and statistics of the turbulent fluctuations
comparing the three cases under consideration are shown. As observed in pre-
vious studies, it is not possible to find a universal scaling valid at all locations.
However, it can be generally said that the velocity C' of the external stream-
line seems to provide the best scaling for the flow quantities at separation and
inside the separated region, whereas the streamwise velocity U yields a better
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data collapse in the reattachment region. The latter can be explained by the
fact that U is more directly related to the external pressure distribution.

Comparison with the simulations of three-dimensional boundary layers sub-
ject to weak adverse pressure gradient (see appendix) indicates that strength
of the pressure gradient, the strain rate and the occurence of separation have a
deeper impact on the turbulence structure than the skewing of the mean flow.
This result is more evident for pressure-induced boundary-layer separation than
for separation induced by the geometrical configuration.

The results presented here provide a first insight into the complicated flow
originating by the twofold effect of skewing and pressure-induced separation.
To complete the present study future investigations should aim at considering
the effect of higher sweep angles. In addition, the evolution of vorticity in the
detaching shear layer need to be further examined. In particular, the effect
of the sweep on the interaction between the large vortical structure and the
near-wall turbulence should be considered.
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W at x = 250 for different sweep angles (solid line ag = 45°,
dashed line ag = 11°, dotted line ag = 0°).

Appendix

In this appendix the results of preliminary simulations of a three dimensional
turbulent boundary layer subject to weak adverse pressure gradient are pre-
sented. The free-stream streamwise velocity is chosen to be U(z) « ™ with
m = 0.077. Simulations are conducted for the same sweep angles ap = 11° and
g = 45° as for the separation bubble presented in the paper. The data for the
reference two-dimensional case were produced with the same numerical code by
Skote et al. (1998). For the simulations presented in this Appendix, the follow-
ing parameter setting is used. The computational domain is 450 long, 24 high
and 24 wide, with a fringe region of 50. 480 x 121 x 96 modes are used in the
streamwise, wall-normal and spanwise direction respectively. The simulation
in Skote et al. (1998) were performed in a lower computational domain, only 18
high, with 101 and 121 modes in the wall-normal direction. No-slip is imposed
at the wall, whereas the asymptotic free-stream boundary condition described
above is used at the upper limit of the computational box (see Skote et al. 1998,
for further details). The statistics reported are obtained by averaging in time
and in the spanwise direction and the profiles shown are extracted at x = 250,
that is sufficiently far downstream of the transition region and upstream of the
numerical fringe region.

Analysis of the skin friction coefficient, not shown here, indicates that the
effects of separation are more important than those of skewing since a direct
analogy with the results in figure 3 is not seen and that the turbulent flow
considered above cannot be considered as fully developed as separation is en-
countered. The mean flow velocities are depicted in figure 10(a) and (b). The
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streamwise velocity does not show a monotonic behaviour when increasing the
sweep, whereas the spanwise velocity profiles show features similar to those ob-
served in the separating flow (figure 4d). The mean velocity in the direction of
the local free-stream streamline is reported in figure 10(c) and (d). Good scal-
ing can be observed for the downstream component, whereas the normalised
cross-flow component is largest for highest sweep, in agreement with the be-
haviour for the separated flow presented in figure 5(b). As suggested before,
the differences in the cross-flow component may be due to the effect of the
OW/dz strain.

The main features of the turbulent fluctuations are displayed in figure 11.
The turbulent kinetic energy normalised with C3 is depicted in figure 11(a),
where it can be noticed that the amplitude is almost independent of the sweep
angle, whereas the location of the peak is moving closer to the wall when in-
creasing the mean flow skewing. The results cannot be directly compared with
those presented in figure 7, suggesting that for pressure-induced boundary-
layer separation the separation has a stronger effect on the turbulence than the
sweep. The Reynolds stresses u'v'/(UpCp) and v'w’/(CoWy) are shown in fig-
ure 11(c) and (d) respectively. The intensity of the u'v'-stresses decreases with
the sweep angle. The same seems to be valid also for the v'w’ component of the
Reynolds stress tensor, but the results show oscillations for the case with lower
sweep, as in the case of the three-dimensional turbulent bubble in figure 8(b).
The Townsend structure function a; is reported in figure 11(b). Although the
results can be affected by the oscillations observed for the v'w’ stresses, it seems
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possible to conclude that no significant reduction is observed with increasing
sweep, as also indirectly shown by the good collapse of the turbulent kinetic en-
ergy profiles in figure 11(a). Reduction of the structure parameter is observed
in three-dimensional boundary layers induced by spanwise shear but it was not
found in the turbulent flows over a swept bump by Webster et al. (1996). The
data suggests that the reduction in turbulent activity close to the wall observed
in skewed turbulent flows is compensated by the effect of the mean flow strain
induced by the adverse pressure gradient.
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Large-eddy simulations (LES) of a planar, asymmetric diffuser flow have been
performed. The diverging angle of the inclined wall of the diffuser is chosen
as 8.5°, a case for which recent experimental data are available. Reasonable
agreement between the LES and the experiments is obtained. The numerical
method is further validated for diffuser flow with the diffuser wall inclined at
a diverging angle of 10°, which has served as a test case for a number of ex-
perimental as well as numerical studies in the literature (LES, RANS). For the
present results, the subgrid-scale stresses have been closed using the dynamic
Smagorinsky model. A resolution study has been performed, highlighting the
disparity of the relevant temporal and spatial scales and thus the sensitivity
of the simulation results to the specific numerical grids used. The effect of
different Reynolds numbers of the inflowing, fully turbulent channel flow has
been studied, in particular, Re, = 4500, Re, = 9000 and Re, = 20000 with
Reyp, being the Reynolds number based on the bulk velocity and channel half
width. The results consistently show that by increasing the Reynolds number a
clear trend towards a larger separated region is evident; at least for the studied,
comparably low Reynolds-number regime. It is further shown that the small
separated region occurring at the diffuser throat shows the opposite behaviour
as the main separation region, i.e. the flow is separating less with higher Rey.
Moreover, the influence of the Reynolds number on the internal layer occurring
at the non-inclined wall described in a recent study has also been assessed. It
can be concluded that this region close to the upper, straight wall, is more dis-
tinct for larger Rep. Additionally, the influence of temporal correlations arising
from the commonly used periodic turbulent channel flow as inflow condition
(similar to a precursor simulation) for the diffuser is assessed.

1. Introduction

During the last decade, the numerical simulation of time-dependent, inher-
ently three-dimensional flow problems has been established in the research
community as a useful and accurate means for prediction and understanding
of complex flow configurations. In particular, numerical simulations of highly
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intermittent flows as e.g. flows undergoing laminar-turbulent transition or flows
exhibiting separation are routinely performed yielding very appealing results
when compared to experimental data sets.

The most straightforward simulation approach, referred to as direct nu-
merical simulation (DNS), attempts to numerically solve for all relevant flow
structures in both space and time. The need to simulate all scales ranging
from the energetically dominant integral length scales down to the smallest,
viscous scales is prohibitively expensive even for moderate Reynolds numbers
Re, in particular when dealing with wall-bounded flows (see e.g. Piomelli &
Balaras (2002)). Conversely, conventional numerical predictions of complex
engineering or geophysical turbulent flows are based on the Reynolds-averaged
Navier-Stokes (RANS) equations for which statistical turbulence models are
needed. Such computations can, however, only give statistical information
about turbulence, and severe limitations of existing turbulence models in non-
standard situations, in particular involving separation and laminar-turbulent
transition, represent a major obstacle to reliable predictions. For this reason,
the concept of large-eddy simulation (LES) has emerged as an important tool
for flows that need to be treated in an unsteady, three-dimensional manner. In
LES, only the large-scale, energy-carrying vortices of the flow are accurately
resolved on the numerical grid, whereas the effect of the small-scale fluctuations
on the (resolved) larger scales enters through a subgrid-scale (SGS) model. Re-
cent reviews on LES and appropriate SGS modelling are given by e.g. Lesieur
& Métais (1996); Meneveau & Katz (2000) and in the monograph by Sagaut
(2005). However, even using LES the computational cost increases dramat-
ically for higher Reynolds numbers, in particular for wall-resolved LES (i.e.
without resorting to wall models (Piomelli & Balaras 2002)).

Experiments and numerical simulations of flows in which separation oc-
curs from smooth surfaces rather than induced by sharp edges or obstacles are
particularly challenging. In the former case, the separation is caused by an
adverse pressure gradient, either arising from geometrical constraints or due
to specific freestream conditions. Under such circumstances, both the separa-
tion and reattachment points are fluctuating strongly in both time and space.
Moreover, the resulting separated flow is highly intermittent and inherently
three-dimensional. The whole downstream evolution of the flow is crucially
influenced by the processes happening upstream and close to the separation
point. A review highlighting these unsteady processes in separated flows is
given by Simpson (1996).

A model problem exhibiting pressure driven separation which is feasible to
study with DNS is the turbulent boundary-layer flow over a flat plate which
separates from the wall due to an adverse pressure gradient. This case has
been investigated up to the present date in a few studies only, e.g. by Na &
Moin (1998). They found that the turbulent structures emanating upstream
the separation point move upwards into the shear layer, and are then advected
around the separated region causing the maximum of turbulence intensity to
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be found in the centre of the detached shear layer. Skote & Henningson (2002)
conducted a DNS of a turbulent boundary layer separating due to a strong
adverse pressure gradient. In comparison with the earlier simulations the flow
had a stronger and larger recirculation region. In all studies, the turbulence
was found to be intensified above the separated region while it decreased in the
backflow itself.

To study turbulent separation in more complex geometries one has to resort
to modelling approaches. A recent review of different modelling approaches
including LES and RANS for separated flows found in industrial applications is
given by Leschziner (2006). In particular, the case of turbulent separated flow in
a channel with streamwise periodic constrictions has emerged as a benchmark
case. Flow separation is induced by a smooth, yet sharp expansion of the
channel, reaching an opening angle of approximately 45° after the rounded
edge. Frohlich et al. (2005) present a careful comparison of different modelling
strategies, e.g. suitable SGS models, wall-functions, resolution requirements
etc. Recent results on this test case are presented by Breuer et al. (2006),
who compare data obtained from a number of different simulations, including
various Reynolds numbers, resolutions and simulation approaches (LES, DNS).

In the present contribution, we consider the planar asymmetric diffuser,
which has already been studied in a number of numerical and experimental
works as a model problem for pressure-driven separation. The performance of
diffuser-like flows occurring in many technical applications is strongly affected
by separation of the boundary layer close to the wall. Therefore, a thorough
understanding of the involved flow physics is necessary, especially considering
additional engineering applications as, e.g., improved diffuser design or flow
control to improve the flow quality, prevent separation and promote reattach-
ment. The main difference of the diffuser flow studied in the present contribu-
tion to the above mentioned periodic hill case is that the inflow conditions are
prescribed as fully-developed turbulent channel flow, and the opening angle is
significantly lower (approximately ten degrees). With that, the prediction of
the separation point is expected to be more sensitive to a proper modelling
approach.

Experimental investigations on the plane asymmetric diffuser have been
carried out by Obi et al. (1993) and Buice & Eaton (1996) (see also Buice &
Eaton (2000)). They both consider a fully developed turbulent inflow with a
Reynolds number Rep = 9000 based on the bulk velocity and the inlet channel
half-height. The diffuser wall is inclined at the diverging angle of 10°. Re-
cently, new experimental data for the asymmetric diffuser have been obtained
by Toérnblom (2003) (see also Gullman-Strand et al. (2004)) for slightly dif-
ferent conditions. These authors used an increased inflow Reynolds number of
Rep = 20000 and a decreased opening angle of 8.5°. For all these cases, velocity
signals and velocity fluctuations together with wall measurements of pressure
are available.
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Results of RANS calculations for the 10°-diffuser using commercial soft-
ware packages are reported in Taccarino (2001). A detailed comparison between
RANS and experiments for the 8.5°-case is presented in Gullman-Strand et al.
(2004). It can be concluded from the RANS studies that, provided a suit-
able model, reasonable agreement with the experimental data can be obtained.
However, these studies also show that the RANS results are in fact highly model
dependent.

The Obi case has been considered in the numerical LES study by Kalten-
bach et al. (1999) yielding generally satisfactory agreement with experimental
data. They used the dynamic Smagorinsky model according to Smagorin-
sky (1963), Germano et al. (1991) and Lilly (1992) to account for the unre-
solved scales. More recently, the same flow case has been revisited by Schliiter
et al. (2005) and Wu et al. (2006), also applying (among others) the dy-
namic Smagorinsky model, however using a different discretisation scheme than
Kaltenbach et al. (1999). Schliiter et al. (2005) and Wu et al. (2006) report
consistently that a reasonable prediction of the mean separation is possible
on even rather coarse LES grids, however, by increasing the resolution (and
thereby enhancing the overall accuracy of the simulation approximation), a
trend towards a larger separated region is visible. Regarding the physics of the
flow, Wu et al. (2006) identified an internal layer located close to the upper
(straight) wall of the diffuser just after the expansion edge at the lower wall.
Preliminary results for the Obi diffuser have also been obtained by Gravemeier
(2005) in an LES based on the variational multiscale approach. The author
reports on encouraging results using these recent modelling strategies on com-
parably coarse grids, however, the simulations seem to be clearly influenced by
the exact details of the SGS model.

A DNS of the Obi diffuser at fairly low Reynolds number Re;, ~ 2300 has
been reported by Ohta et al. (2003). Compared to the experimental data their
numerical results considerably overpredict the extent of the separated region
at that low Reynolds number. The authors attribute their mismatch to effects
due to secondary flow in the experiments, however, they do not comment on
possible numerical influences caused by their numerical approach.

In the present contribution, we focus on quantifying the influence of the
Reynolds number on various diffuser-flow characteristics, in particular the ex-
tent of the separated region and the evolution of the skin friction coefficient,
the internal layer at the upper wall and the size of the turbulent scales. To
our knowledge, there is no detailed study in the literature clarifying these in-
fluences. Obi et al. (1999) have studied experimentally the Reynolds-number
effect on the separated flow in the Obi diffuser in the range Re. = 2500, 3750,
5000 and 10000, based on the centreline velocity and the inflow channel half
width, corresponding roughly to Re, = 2200, 3350, 4500 and 9000. Their re-
sults show that the extent of the separated region increases with higher Rey.
In particular, for the lowest Reynolds number under consideration in the ex-
periment, they find that the separation bubble completely disappears. The
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authors thus argue that the diffuser recirculation region vanishes at Reynolds
numbers below a certain limit. It should however be noted that the authors
mention the presence of secondary flow caused by a relatively small aspect ratio
in their experimental setup. As a consequence, the separated region might be
underestimated due to the influence of the side wall. However, the issue of the
decreasing separation bubble is of relevance, since at present the applicability of
DNS is still restricted to fairly low Reynolds numbers. We therefore intend to
conduct the investigations by performing large-eddy simulations using the nu-
merical method already used with success by Kaltenbach et al. (1999), however
on the slightly modified geometry of the diffuser also considered by Térnblom
(2003), i.e. featuring a slightly decreased opening angle of 8.5° compared to
10° used by Obi et al. (1993) and Kaltenbach et al. (1999). This change of
setup was motivated by the expected smaller separation bubble for the higher
Reynolds number, which can however independently be reduced by a decreased
opening angle.

Extensive simulations of the diffuser have been performed at three different
Reynolds numbers, namely Re, = 4500, Rep, = 9000 and Re, = 20000 corre-
sponding to a friction Reynolds number Re, of the inflowing fully-turbulent
channel flow of approximately 260, 480 and 980, respectively. Note that all
Reynolds numbers are well above the limit for transition to turbulence. The
Reynolds number effects on the flow statistics and the size of the separation
bubble are documented. Power spectra of the temporal velocity fluctuations
are calculated. Additionally, the influence of temporal correlations present in
the inflow conditions is assessed.

The paper is organised as follows. In section 2 the applied simulation tech-
niques including the discretisation method and the SGS model are introduced.
The specific parameter settings and the inflow generation is discussed in sec-
tion 3. The statistical and instantaneous results obtained for the diffuser flow
at different Reynolds numbers are presented in section 4, and conclusions are
drawn in section 5.

2. Simulation Technique

The computations of the diffuser flow are performed using a simulation code
based on the hybrid second-order finite-difference/spectral method described
in Kaltenbach et al. (1999). The three-dimensional Navier-Stokes equations
are filtered to the grid, yielding the LES momentum equations in the primitive
variables (velocity and pressure)

@ ou;u; . op n L 0%, _ 0Tij (1)
ot Or;  Ox; ReyOr;0x; O’

and the filtered continuity equation

ou;
o =0 2)
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FIGURE 1. Sketch of the diffuser geometry (opening angle
phi = 8.5°) and the grid used for the present cases. Note
that the inflow plane is located at © = —5 and the diffuser
throat at x = 0.

Here, u; and p denote the grid-filtered velocities and pressure, respectively. 7;;
are the subgrid-scale stresses computed from the SGS model as described below.
The summation convention over repeated indices is applied unless stated other-
wise. Equations (1) and (2) are solved in generalised coordinates using central
finite differences of second order in the streamwise (x) and the wall-normal
(y) direction, and a Fourier collocation scheme is applied in the spanwise (z)
direction. No numerical dissipation is introduced by the numerical scheme due
to conservation of kinetic energy. In the wall-normal (x/y) plane a staggered
mesh is used with decomposition in contravariant velocity components, whereas
the spanwise velocity is computed at the pressure nodes. Dealiasing based on
phase-shifting is applied in the spanwise (Fourier) direction to enhance stability
and accuracy. The time is integrated by a standard semi-implicit low-storage
third-stage Runge-Kutta/Crank-Nicolson scheme, in which the viscous terms
are treated implicitly in the wall-normal direction. The continuity equation is
enforced by a fractional step algorithm of second-order accuracy in time. The
Helmholtz equations arising after spanwise Fourier transform are solved by a
multigrid algorithm. A sketch of the computational domain and a typical grid
are shown in figure 1.

The code has been parallelised using explicit OpenMP shared-memory di-
rectives. The calculations have been performed on the vector computers NEC
SX-6 and NEC SX-8 of the HLRS, Stuttgart, Germany. The overall perfor-
mance of the code is 3.5 GFlops on a single processor NEC SX-8.

To account for the effect of the non-resolved (subgrid, subfilter) scales,
the dynamic Smagorinsky model (Germano et al. 1991) has been adopted. In
particular, the deviatoric part of the unclosed subgrid-scale stresses is approx-
imated as

8ij —
Tij — ?JTkk ~ 2054 (3)
with the resolved strain rate S;; = 1/2(9u;/0x; + Ou;/0x;). The remaining

part of the SGS stresses is lumped into a modified pressure term (Lesieur &
Métais 1996). The eddy viscosity v; is computed according to the Smagorinsky
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model (Smagorinsky 1963) as
Vg = CA2|§| y |§|2 = 2§z]§z] . (4)

The model coefficient C' is defined as the square of the original Smagorinsky
coefficient C's. The local grid spacing A is given by the cube root of the
cell volume A = (AzAyAz)'/3. To determine the local model coefficient, the
dynamic procedure proposed by Germano et al. (1991) has been applied. For
this purpose the top-hat filter has been used in the wall-parallel directions and
is approximated by the trapezoidal rule. The ratio of the filter width of the
grid and test filter is A/ A = /6. Note that this ratio is the only parameter
characterising the test filtering (apart from the actual test-filtered quantities)
which enters the dynamic procedure. As commonly used in the literature,
the dynamic model coefficient C' has been computed using the least-squares
approach by Lilly (1992) and is further averaged in the homogeneous spanwise
(z) direction. Negative values of the resulting eddy viscosity v; are allowed,
but restricted by the condition that the total viscosity vy + v is positive.

At the solid walls, no-slip boundary conditions are applied. Periodicity
is assumed in the spanwise direction. At the inlet plane (z = —5) turbulent
inflow is imposed via unsteady Dirichlet boundary conditions for the velocity
components. Due to the staggered grid no conditions for the pressure need
to be imposed. The inflow data is obtained from a separate LES of a fully-
developed turbulent channel flow in a periodic box, which is further described
in section 3.2. At the diffuser outflow plane a convective boundary condition
of the form 5 5

U Uj
BN + U, o 0 (5)
is used. The mean convection speed U, is obtained as the wall-normal and
spanwise average of the streamwise velocity component in the outflow plane.

3. Parameter Settings and Inflow Condition
3.1. Geometry and Parameter Settings

The geometry of the diffuser case is sketched in figure 1. For the present study,
various calculations of the diffuser flow have been performed as summarised
in table 1. Three different Reynolds numbers Rep of the inflowing turbulent
channel are considered, namely cases L1-L3 (low Rep) with Re, = 4500, cases
M1-M3 with Re, = 9000 (medium Rep), and Re, = 20000 (H1). For all
cases the geometry of the diffuser is unchanged, however, the grid resolution
is adapted according to the values given in the table. All quantities are non-
dimensionalised by the inflow channel half-height § and the bulk velocity Us.
Simulations have been performed with an opening angle of the inclined wall of
the diffuser of ¢ = 8.5°. This specific geometry is designed to be similar to
the setup employed in the experimental study by Térnblom (2003) (see also
Gullman-Strand et al. (2004)). The channel inflow height is 2. The expansion
starts at © = 0 and ends at « = 49.6 when the channel has reached a height of
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TABLE 1. Grid resolution N, x Ny x N, and Reynolds number
Rep, of the inflowing turbulent channel flow for the diffuser
cases. ¢ denotes the opening angle of the diffuser.

Rey ¢ | Ny | Ny | N, | # grid points
L1 | 4500 | 85| 193 | 43 | 64 0.53 -10°
L2 | 4500 | 85193 | 65 | 64 0.80 -10°
L3 | 4500 | 8.5|369 | 97 | 128 4.58 -10°
M1 | 9000 | 8.5 |289 | 65 | 96 1.80 -10°
M2 | 9000 | 8.5 |369| 65 | 128 3.07 -10°
M3 | 9000 | 8.5 | 593 | 129 | 192 14.7 -106
H1 | 20000 | 8.5 | 593 | 129 | 192 14.7 -10°
K1 | 9000 | 10 | 353 | 65 | 128 2.94 -10°

9.4 corresponding to an opening coefficient of 4.7. The length of the computa-
tional domain is L, = 93 for the cases L1-L3, M1, M2 and K1 allowing the flow
to recover over approximately 40 units before exiting the domain. For cases M3
and H1, a slightly increased length of the computational domain to L, = 104
was used. The spanwise width is chosen as L, = 8 for all cases, which is the
same as previously adopted by Kaltenbach et al. (1999) and Wu et al. (2006).
The edges at x = 0 and = = 49.6 are smoothed with a curvature radius of 20.
The streamwise grid resolution is continuously coarsened in the downstream
direction according to the increasing size of the expected turbulence. In the
wall-normal direction, the grid points are moderately clustered towards both
solid walls. As opposed to, e.g., Frohlich et al. (2005), no wall-functions have
been used in order to allow for an accurate prediction of the flow structures
even close to the upper (non-inclined) wall.

To validate the present numerical approach, a simulation similar to Kalten-
bach et al. (1999) featuring an opening angle of ¢ = 10° has also been performed
(case K1). This geometry is described in detail by Obi et al. (1993) and Buice
& Eaton (1996). It is worthwhile noting that in all studies different smoothing
radii of the edges have been employed. In particular, Kaltenbach et al. (1999)
and Obi et al. (1993) chose a value of 8.6, whereas Buice & Eaton (1996) used
19.4. In the 8.5° case considered in Térnblom (2003) a value of 6.6 has been
adopted. It is however expected that the dynamics of the separated flow region
is only marginally influenced by the specific choice of the rounding radius as
long as is it smooth enough to prevent the flow from separating.

3.2. Inflow condition

As described in the previous section 2, the inflow boundary conditions lo-
cated at x = —5 are specified via an unsteady Dirichlet condition. The time-
dependent data is taken from a separate simulation of fully-developed turbulent
channel flow. For these simulations, the same numerical scheme and SGS model
has been applied as for the diffuser calculations. The different grids employed
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TABLE 2. Computational grid and Reynolds numbers of chan-
nel flow used to generate the inflow condition for the diffuser.
For all simulations, the channel height is L, = 2 and the
width L, = 8. Ay™|y, denotes the wall-normal spacing at the
wall, Ay™|. the wall-normal spacing at the centreline, Az the
streamwise spacing and Az the spanwise spacing in viscous
units

Rey | Rer | Ny | Ny | N. | L. | Azt | Ay*|y | Aytle | Azt

L1C | 4500 | 254 | 115 | 43 | 64 | 14.82 | 32.7 1.2 28.3 | 31.8
L2C | 4500 | 258 | 115 | 65 | 64 | 14.82 | 33.2 0.5 115 | 32.3
L3C | 4500 | 260 | 230 | 65 | 128 | 14.82 | 16.8 0.5 11.6 | 16.3

M1C | 9000 | 473 | 97 | 65 | 96 9.7 | 473 1.5 33.8 | 394
M2C | 9000 | 475 | 161 | 65 | 128 | 10.13 | 29.9 1.5 34.0 | 29.7
M2CL | 9000 | 477 | 641 | 65 | 128 | 40.38 | 30.0 1.5 34.1 | 29.8
M3C | 9000 | 482 | 193 | 129 | 192 | 9.65 | 24.1 0.7 16.7 | 20.1

H1C | 20000 | 973 | 193 | 129 | 192 | 9.65 | 48.6 1.4 35.6 | 40.5

for the periodic channel flow are presented in table 2. The meshes have been
chosen to be conforming at the inlet of the diffuser to avoid spatial interpo-
lation. The channel simulations have been run with constant time step, and
a Lagrangian interpolation technique has been employed to match the correct
time of the diffuser simulation. No recycling of inflow data was used in order
to avoid introducing further artificial periodicity.

The channel flow simulations are run with pseudo-periodic boundary con-
ditions, i.e. a wall-normal velocity plane well upstream of the outflow boundary
condition (usually located at 0.9- L) is continuously fed back as inlet boundary
condition of the channel. By this method, a constant mass flux is maintained
throughout the simulation.

In table 2 the different resolutions are summarised. It can be seen that
the resolution is sufficient in all spatial directions to allow for an accurate
simulation of turbulent channel flow (Piomelli & Balaras 2002). The variation
of the computed Reynolds number based on the skin friction Re, is only minor
(below 3%) between the different resolutions.

The averaged properties of the channel flow simulations are shown in figure
2 for the wall-normal profile of the streamwise velocity component in wall units
(u), and the fluctuations

<U/ ul> (,U/ ,Ul> <'LUI w/>

Urms:Tv vrms:Tv wrms:Tv (6)
T T T

and the cross stresses
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FIGURE 2. Statistics obtained for the fully developed channel
flow used as inflow condition for the diffuser simulations. Left
column: Streamwise velocity profile (u*)(y™) scaled in viscous
units. Right column: Fluctuations Urms, Urms, Wrms and cross
stresses (u/v')/u2. Top: Re, = 4500, dashed case L1C, solid
case L3C; Middle: Rep = 9000, dashed case M1C, dotted case
M2C, solid case M3C; Bottom: Rep, = 20000, solid case H1C.
The analytical correlations u+ =y and u* = 2.5log(y) + 5.5
are included in the plots for reference.

Here, u, denotes the friction velocity, and the average (-) is taken in time and
over the homogeneous wall-parallel planes, and the fluctuations are defined as

w=u— () . (8)

The obtained results compare well with available numerical and experimental
data sets. In particular, the law of the wall is reproduced accurately for all
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FIGURE 3. (a) Streamwise two-point correlation in the pe-
riodic channel; (b) frequency of the first peak in the power
spectrum (solid) compared to (u)/Ls ., (dashed); (c) Power
spectrum of streamwise velocity at the channel centre for the
long channel (L, = 40.38, case M2CL) and (d) short channel
(Ly = 10.13, case M2C).

simulations even on the coarsest grids. The fluctuations u,ns are slightly over-
predicted for the lower resolutions. Note that this is a common observation
for most LES calculations (see e.g. Schlatter et al. (2005)). In general a good
convergence of the LES results can be observed. This is in particular important
since it is suggested that the separation occurring in the diffuser is strongly
dependent on an accurate representation of the turbulent inflow conditions
(Buice & Eaton 1996).

The streamwise extent of the computational domain is sufficiently long such
that the streamwise two-point correlations R,,,, drop to zero, which is illustrated
in figure 3(a) for case M2C. The strong peak visible at 2 = 8.946 is the signature
of the recycling station, located at approximately 0.9L,. However, looking at
a temporal power spectrum of the streamwise velocity component, clear peaks
are visible at frequencies f = k-0.125, k = 1,2,.... These peaks are most pro-
nounced for the power spectra taken at a position in the channel centre. The
fundamental frequency of these peaks is fo = 0.125 (see figure 3(d)) correspond-
ing to the mean streamwise velocity at this wall-normal position (u) divided by
channel length up to recycling position (@)/xr, = 1.12/8.946 = 0.125. Since
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the mean streamwise velocity varies in the wall-normal direction, the funda-
mental frequency also varies in y depending on where the power spectrum is
recorded. In figure 3(b), the fundamental frequency taken from the power spec-
tra is shown as a function of wall-normal position. The data coincides remark-
ably well with those obtained analytically from dividing the mean streamwise
velocity by the channel length xr, ,. This clearly indicates that the peaks in
the power spectra are associated with streamwise advection. Furthermore, the
influence of the channel length on the temporal correlations has been examined
by conducting an additional simulation (M2CL in table 2). For that simula-
tion, the recycling position is located at zy, = 36.15 with the total channel
length being z; = 40.38. The corresponding power spectrum of the stream-
wise velocity in the channel centre is depicted in figure 3(c): The fundamental
peak at 0.03 agrees with the expected value (u)/zr ., = 1.12/36.16 = 0.03. It
is interesting to note that the amplitude of the peak decreases for the longer
channel flow simulation compared to the shorter channel length indicating that
the overall correlation has decreased. This is of course expected due to the
longer convection time. As mentioned above, the appearance of these peaks
in the power spectra is clearly related to turbulent events that survive while
they are convected downstream through the channel (‘frozen turbulence’). It
is important to note that the spectral peaks are not an artefact of the pseudo-
periodic boundary treatment adopted here. This was checked by considering
turbulent channel flow with genuine periodic boundary conditions. In these
results obtained by a fully spectral method, the same peaks are visible (not
shown).

For the present application, the data obtained by the simulation of the pe-
riodic channel are used as inflow condition for the diffuser flow. The question
now arises how the artificial frequencies present in the channel data affect the
dynamics of the flow in the diffuser. To address this issue we performed two
diffuser simulation (case M2) with the inflow data obtained from the channel
simulations M2C and M2CL, which differ in the frequency of the dominant
spectral peaks. The results of these simulations are further discussed in sec-
tion 4.4.

4. Results for the Diffuser Flow
4.1. Validation of Diffuser Simulations

The simulations of the flow in a planar asymmetric diffuser have been performed
for three different resolutions for each of the two Reynolds numbers Re, = 4500
and Rep = 9000 and could be compared with each other to check convergence.
The unsteady inflow conditions for each diffuser simulation are taken from
channel simulations that have been performed with a resolution corresponding
to the resolution of the diffuser simulation at the inflow (see also section 3.2).
The effect of the resolution on the channel flow simulations has already been
discussed in section 3.2.
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F1GURE 4. Turbulent statistics for the diffuser, Re; = 9000
(dashed case M1, dotted case M2, solid case M3): (a) 10-(u)+=x
(1) 30 - Upms + 2, (€) 30 - Vpms + 2 ,(d) 500 - (u/ V) + .

4.1.1. Resolution Study

In figure 4 the evolution of the mean streamwise velocity (u) and the fluc-
tuations Urms, vrms and (u/v’) is shown for Re, = 9000 (cases M1-M3) at 7
streamwise positions x = 0,10, ...,60. Note that the average (-) is taken over
time and the spanwise direction, and (compare to section 3.2)

Urms = \/ (W W), Vrms = A/ (V' V), Wems = £/ (W' W) (9)

The general behaviour of the results shows a good agreement between the
medium resolution (simulation M2) and the highest resolution (simulation M3).
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X

FiGUurE 5. Turbulent statistics for the diffuser, Re;, = 4500
(dashed case L1, solid case L3): (a) 10-(@)+x, (b) 30-urms+z,
(€) 30 - Vs + 2, (d) 500 - (v’ V') + .

Relevant low-order statistics such as mean streamwise velocity, turbulence in-
tensities and skin friction do not show large differences (see also figure 12).
Conversely, the lowest resolution (case M1) fails to predict the correct extent
of the separated region (see figure 12), resulting in discrepancies in the mean
streamwise velocity as well as the turbulent fluctuations. This particular reso-
lution must clearly be considered as insufficient for the given Reynolds number.

For the lowest Reynolds number Re;, = 4500, the comparison between the
two simulations L1 and L3 in figure 5 shows differences that originate from the
fact that the lower resolution (L1) fails to predict any separated region at all,
whereas a shallow separation bubble is present in the rear part of the expanding
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FiGUurE 6. Ratio of SGS eddy viscosity and molecular vis-
cosity: (a) Rep = 4500 (dashed case L1, solid case L3); (b)
Rep, = 9000 (dashed case M1, dotted case M2, solid case M3).

section of the diffuser for case L3. This obvious difference is however not due
to an insufficient resolution in the wall-normal direction, since a separate run
with the same resolution in  and z as case L1, but increased number of grid
points in y (case L2) gave the same results as L1, i.e. no separation bubble
present in the temporal and spanwise average. Therefore, only the results for
L1 and L3 are compared in figure 5. Note that the separation bubble observed
in simulation L3 is very shallow only.

The resolution check is conducted only at Re = 4500 and Re = 9000. For
the highest Reynolds number solely one simulation (H1) has been performed
with the resolution in wall units chosen to be similar as case M2. In section 4.2.1

the results of case H1 are compared to the experimental findings by T6érnblom
(2003).

4.1.2. SGS Model

By performing an LES, the interaction between the resolved and unresolved
(subgrid, subfilter) scales is modelled. It is therefore essential to investigate and
quantify the influence of the subgrid-scale model for both Reynolds numbers
Re = 4500 and Re = 9000 at the different resolutions. Figure 6 depicts the ratio
between the viscosity provided by the subgrid-scale model and the molecular
viscosity. It can be observed that the influence of the subgrid-scale model
clearly weakens as the resolution is increased. Close to the inflow of the diffuser,
the maximum ratio of modelled to molecular viscosity is approximately 1.5 for
the lowest resolution and only 0.4 for the highest resolution. In the separated
region, the general influence of the SGS model appears to be more prominent,
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FiGURE 7. Evolution of the Smagorinsky coefficient Cg,
shown is 20 - Cs + x: (a) Rep = 4500 (dashed case L1, solid
case L3); (b) Re, = 9000 (dashed case M1, dotted case M2,
solid case M3).

with the eddy viscosity being 5 times the molecular viscosity (case M1) and
with a ratio of 2 for case M3. It can further be seen that close to the upper wall
the effect of the SGS model is much smaller than in the recirculation region.
It can thus be concluded that the resolution at the upper wall is sufficient for
all cases. For the highest resolution the maximum activity of the SGS model
is in the shear layer on top of the separated region, reaching to a ratio of 2.

In order to further assess the role of the subgrid-scale model, we com-
pare profiles of the Smagorinsky coefficient Cg, as computed from the dynamic
procedure (see section 2). The results are shown in figure 7 for the differ-
ent resolutions, averaged in time and spanwise direction. The value of the
Smagorinsky coefficient does, as expected, not vary significantly as the reso-
lution is changed. The influence of the dynamic procedure is clearly evident
by reducing the model coefficient close to solid walls, reproducing the correct
asymptotic near-wall behaviour to account for the decreasing effective Rey-
nolds number close to the walls (Piomelli 1993). In the turbulent channel flow
away from the wall a value of C's =~ 0.12 is measured, which is consistent with
other studies applying the Smagorinsky model (see e.g. Moin & Kim (1982)).
However, for the highest resolution at both Reynolds numbers we note a slight
increase of C's within the separated region.
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F1cure 8. Comparison of H1 (solid) with measurements by
Tornblom (2003) (circles) at Rep, = 20000: (a) 10 - (@) + z,
(b) 30 - tpms + z, () 500 - (u/v') + .

4.2. Statistical Results

In a first part, we focus on the overall properties of the flow in the diffuser. For
the presentation of results we use the data obtained with the highest resolution
available at each Reynolds number.

4.2.1. Comparison with Ezxperimental Data

Figure 8 shows the comparison of our LES results (H1) at Re, = 20000 with
the experimental data by Toérnblom (2003) for the mean streamwise velocity
(), Urms and w/v’. For the streamwise velocity a good overall agreement can
be seen at all downstream stations. A close inspection of the data however
shows that the separated region obtained from the experiment is slightly larger
than in the simulations (see also discussion related to figure 9). The turbulent
stresses in the rear part of the diffuser are under-predicted in the LES, which
is consistent with the results obtained by Kaltenbach et al. (1999), however,
the difference is more distinct in our case. It should be noted that we did not
include the SGS stresses 7;; in the evaluation of ums and u' v
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4.2.2. Reynolds-Number Effect on the Main Separated Region

For separated flow, one way to define the separated region is to consider the
stream function of the mean two-dimensional flow field. Na & Moin (1998)
found the definition of separation and reattachment based on the mean dividing
streamline for their simulation of a turbulent boundary layer on a flat plate
separating due to an adverse pressure gradient in good agreement with the
points determined by zeros of the mean skin-friction coefficient and the location
of 50% backflow. Moreover, the mean dividing streamline gives a measure
for the extent of the recirculation region. Figure 9 gives a two-dimensional
view of the extent of the separation region by showing contour lines of the
stream function for the different simulations as well as the experimental data
by Térnblom (2003).

Comparing the results for Re, = 4500 and Rep = 9000 in figure 9(a) and
(b) we find a considerable increase of the separated region for the higher Rey-
nolds number. This trend also holds comparing the results for Re, = 9000 to
those of the simulation for the highest Reynolds number Re, = 20000 shown
in figure 9(c). However the differences are much smaller between the medium
and the highest Reynolds number, which might indicate that a levelling-off
has been reached. At the highest Reynolds number only one simulation (H1)
with a resolution corresponding to the medium resolution at medium Reynolds
number has been performed. However, it seems evident from the resolution
study presented in the preceding section for Re;, = 4500 and Rep = 9000 that
the separated region always increases in size with a finer computational grid.
Similar trends have also been reported by Kaltenbach et al. (1999). It is there-
fore expected that separation bubble at Re, = 20000 will be of the same size
or slightly larger if the resolution was increased even further. We thus con-
clude that for the studied Reynolds-number regime a clear trend is observed
that the size of the separated region in the rear part of the expanding section
of the diffuser increases with higher Reynolds number. This Reynolds-number
dependence agrees well with the results reported by Obi et al. (1999). Their
data suggest the existence of a critical Reynolds number below which the flow
does not separate in the mean from the inclined wall. However, with their ex-
perimental setup they could not prevent separation from the side walls, leading
to significant secondary flow and three-dimensional effects. In particular the
separation region could thus be underestimated in their data.

If we compare to the measurements by Térnblom (2003), for which the
resulting stream function is shown in 9(d), we note that the flow separates
slightly later in the simulation (at 2 = 19.5) than in the experiment (at 2 ~ 18).
Downstream of the point of separation, the recirculation region increases in
size more rapidly in the experiments than the simulation. However, the flow
computed by LES reattaches significantly later than in the measurements. This
tendency was also observed for the simulation on the Obi diffuser configuration
with a 10° opening angle at the Reynolds number Re, = 9000 in the study by
Kaltenbach et al. (1999).
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FI1GURE 9. Reynolds-number dependence of the separation
bubble visualised by contours of the stream function: (a)
Rep, = 4500 (case L3), (b) Rep, = 9000 (case M3), (c)
Rep = 20000 (case H1), (d) Experiment by Térnblom (2003),
Rep, = 20000. White contour levels range from —0.2 to —0.05
with spacing 0.05, black contours from 0.1 to 1.9 with spacing
0.2.

In figure 10 contours of streamwise turbulent intensity are shown. Close
to the inflow and in the first part of the expanding section of the diffuser one
observes that the region of high turbulent intensity is more confined to the
wall for higher Rey, similar as in turbulent channel flow. Further downstream,
where the flow separates, the highest turbulence intensities are found in the
separated shear layer just above the mean position of the bubble. This is a
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FIGURE 10. Reynolds-number dependence of the streamwise
turbulence intensity: (a) Re, = 4500 (case L3), (b) Rep =
9000 (case M3), (c) Rep = 20000 (case H1), (d) Experiment
by Térnblom (2003). Contour levels range from 0.0 to 0.12
with a spacing of 0.2; white: mean dividing streamline. The
box marked is shown enlarged in figure 13.

feature which has also been observed for separation from a solid wall due to an
adverse pressure gradient (Skote & Henningson 2002). Comparing the stream-
wise turbulence intensities for the different Reynolds numbers we observe that
the region dominated by the features similar to those of the incoming chan-
nel flow extends further into the diffuser as the Reynolds number is increased.
This indicates that the incoming channel flow penetrates further in a ’jet-like’
manner into the expanding diffuser section. Also shown in figure 10(d) are
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F1GURE 11. Reynolds-number dependence of the skin-friction
coefficient at lower wall (dashed line) and upper wall (solid
line): (a) Rep = 4500 (case L3), (b) Rep = 9000 (case M3),
(c) Rep = 20000 (case H1), (d) Re, = 9000, diverging angle
10° (case K1).

the turbulence intensities measured in the experiments by Térnblom (2003) at
Rep = 20000. A generally higher level of fluctuations is apparent in the ex-
periments, however the gross features are captured reasonably well by the LES
results as seen in figure 10(c).

4.2.3. Separation at the Diffuser Throat

Turning attention to the first part of the expanding section at the throat of the
diffuser, we note by inspecting the skin-friction coefficient C in figure 11(a)
that for the simulation at Re, = 4500 a minute separation bubble exists at
2 = 0. On the other hand, at Re; = 9000 (figure 11 (b)), only a slight decrease
of Ct is present at x = 0, and the flow does not separate in the mean. At
Rep = 20000 (figure 11(c)) the skin friction decreases monotonically in this
region without any apparent downward peak. It is important to note that this
behaviour is not resolution dependent as confirmed by figure 12. For this small
region at the beginning of the diffuser expansion we conclude that the boundary
layer has less tendency to separate as the Reynolds number is increased. It is
interesting to note that this behaviour is opposite to the trend described for the
large separated region further downstream. The results thus suggest that for
the separation at the diffuser throat the Reynolds-number dependency of the
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FI1GURE 12. Resolution dependence of the skin-friction coeffi-
cient for (a) Re, = 4500, at upper wall dashed lines, at lower
wall solid lines. thin case L1, thick case L2; (b) Re, = 9000:
at upper wall solid M1, dotted M2, thick solid M3, at lower
wall dashed M1, dashed-dotted M2, thick dashed M3.

incoming turbulent boundary layer with enhanced mixing at higher Reynolds
numbers is the crucial factor preventing separation.

4.2.4. Reynolds-Number Dependence of the Internal Layer

We now focus on the flow behaviour in a region close to the upper, non-inclined
wall. The section indicated by the white box in figure 10 displaying the stream-
wise turbulence intensity is shown as an enlargement in figure 13. For the
highest Reynolds number Re;, = 20000, closed contour lines are visible near
the upper boundary between approximately x = 23 and = = 37. Also from fig-
ure 13(d) showing the experimental data, a similar structure may be inferred,
however not as clearly as for the simulation data. In this region we also ob-
serve an inflectional point in the mean velocity profiles. Wu et al. (2006), while
considering the Obi diffuser configuration with an inclination angle of 10° at
Rep, = 9000, associated such a closed area of contour levels close to the upper
wall with the appearance of an internal layer. According to Townsend (1965),
an internal layer forms as a result to sudden changes of the external conditions
of boundary layers. Then the layer outside the internal layer is expected to de-
velop in almost the same way as the original flow. Conversely, the inner layer
layer is in equilibrium with respect to the local budget of turbulent kinetic en-
ergy. Wu et al. (2006) further characterise the internal layer by an inflectional
point in the wall-normal profile of the mean streamwise velocity, which gives
rise to a well-defined logarithmic law visible in the mean streamwise velocity
underneath a linear region extending into the core region of the diffuser. They
further argue that it is possible to relate the occurrence of the internal layer
to the establishment and stabilisation of a new level of the skin-friction coeffi-
cient C'y. By examining frequency spectra, Wu et al. (2006) further conclude
that, in the presence of a strong adverse pressure gradient, the low-frequency
content of the streamwise velocity fluctuations is increased and that inside the
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FI1GURE 13. Reynolds-number dependence of the streamwise
turbulence intensity: (a) Re, = 4500 (case L3), (b) Rep =
9000 (case M3), (c) Rep = 20000 (case H1), (d) experiment
by Térnblom (2003). Contour levels range from 0.02 to 0.085
with a spacing of 0.0025. Dashed: Contours of the stream
function at ¢ = 1.5 and 1.9.

internal layer, frequency energy spectra at different streamwise locations but
with the same wall-normal coordinate, nearly collapse. They also notice that
visualisations suggest the existence of organised vortices outside the internal
layer.

It is interesting to see that for the present configuration with an inclination
angle of 8.5°, a tendency towards the formation of such an internal layer is
visible in figure 13(b); however, for Re, = 4500 no such closed area can be
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detected in the streamwise velocity fluctuation (figure 13(a)). Note that the
stream lines superimposed in the figures are slightly deflected from the wall
for the simulation at Re = 9000 whereas a slightly opposite inclination can
be inferred for Re = 4500. As described above, the evolution of the skin-
friction coefficient Cy is considered as a further signature of an internal layer.
For comparison with the Obi configuration, we also show the results of the
simulation similar to the one by Kaltenbach et al. (1999) (case K1). For that
configuration, a new level of the skin-friction coefficient is clearly established
(see figure 11(d)), as discussed by Wu et al. (2006). Considering figure 11,
at the highest Reynolds number Re;, = 20000, the establishment of a new
level of the skin-friction coefficient is clearly visible at the upper wall. At
Rep, = 4500 the decrease of the skin-friction coefficient is almost monotonic
and at Rep, = 9000 only a small elevation is present in the curve of the friction
coefficient. This supports the conclusion that the development of the internal
layer is more pronounced at higher Reynolds numbers.

In order to detect whether the mean streamwise velocity profiles follows a
well defined logarithmic layer within the internal layer, we present in figure 14
profiles of ™ scaled in viscous units at different streamwise positions in de-
pendence of the Reynolds number. On the semilogarithmic scale adopted, the
different profiles collapse well at different streamwise stations for Re; = 20000
(figure 14(c)), and also, however less pronounced, for Re, = 9000 (figure 14(b)).
At this Reynolds number the results agree well with the findings of Wu et al.
(2006) who considered the Obi diffuser at the same Rey, for which we show our
own results in figure 14(d). Conversely, at the lowest Reynolds number such a
collapse is clearly not observed, as can be seen from figure 14(a). Again, the
above statement that the establishment of an internal layer is more distinct at
higher Reynolds number, is confirmed.

4.3. Instantaneous Flow Structures

In this section we study the instantaneous features of the turbulent flow in
the plane asymmetric diffuser. We first focus on the near-wall structures, in
particular the turbulent near-wall streaks. These structures are well-known in
turbulent boundary-layer and turbulent channel flow, and manifest themselves
as spanwise alternating high- and low-speed regions relative to the local mean
streamwise velocity. The size of the turbulent streaks scales with wall units,
with an expected length of Az™ ~ 1000 and a spanwise spacing of Az™ = 100.
To study the evolution of these structures as they enter the diffuser section, we
have chosen to plot isosurfaces of the streamwise disturbance velocity, i.e. the
variance of the velocity compared to the local spanwise and temporal mean.
The flow close to the upper wall clearly features streaks in the inflow section (see
figure 15). The size of the structures is seen to increase as the flow propagates
downstream. For the Reynolds-number regime studied in this investigation,
this downstream development can be observed at all three Reynolds numbers.
For the flow at the upper wall, where the flow does not separate in the mean
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F1GURE 14. Reynolds-number dependence of the internal
layer: (a) Rep = 4500 (case L3), (b) Rep = 9000 (case M3),
(c) Rep = 20000 (case H1), (d) Re, = 9000, diverging angle
¢ = 10° (case K1). Wall normal profile of mean streamwise
velocity at positions x = 6.4 (thin solid line), © = 10.4 (thin
dotted line), x = 18.4 (thin dashed line), x = 22.4 (dash-dotted
line) x = 26.4 (thick solid line), x = 30.4 (thick dotted line)
and x = 34.4 (thick dotted line). The analytical correlations
ut =yt and u™ = 2.5log(y) + 4.2 are included in the plots
for reference.

for any Reynolds number studied here, the size of the structures is clearly
dependent on the Reynolds number, i.e. it scales with viscous wall units. In
the inflow section of the diffuser such a scaling is anticipated since the inflow
condition is fully developed turbulent channel flow including streaks. More
surprising is that the apparent size and spacing of the streaks suggests that a
scaling with wall units also appears to be appropriate in the rear part of the
diffuser at the upper wall.

At the lower deflected wall, for which isocontours of the streamwise distur-
bance velocity are shown in figure 16, the streaky structures are clearly visible,
similar to the upper wall. Moreover, the same trend as at the upper wall that
the streaky structures become wider as the flow propagates downstream is vis-
ible. However, even though the size of the streaks further downstream clearly
depends on those of the inlet turbulence, the size of the structures increases
rapidly as the flow enters the diffuser. Further downstream the size does not
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FIGURE 15. Isocontours of streamwise disturbance velocity at
the upper wall with level +0.004. Dark regions indicate neg-
ative, light regions positive velocity. (a) Rep, = 4500, (b)
Rep = 9000, (c) Rep = 20000.

appear to be governed by the viscous scales any longer, but rather by the length
scales of the outflow channel, i.e. the height and width of the outflow section.
However, since the size of the structures in the inlet channel is different due
to the varying Reynolds number, the streamwise position in the diffuser where
the structures reach a similar size is different. However it must be noted that
the development of the large streaky structures is somewhat restricted due the
spanwise extent of the computational domain which gives a low aspect ratio in
the outflow section.

In figures 17-19 three-dimensional visualisations of isosurfaces displaying
the zero streamwise velocity in the diffuser are shown for the medium Reynolds
number. The snapshots are separated by At = 20 corresponding to relative
times t* = 0, t* = 20 and t* = 40, respectively. The sequence illustrates the
highly unsteady character of the separated region. Furthermore, the visual-
isations give a good impression of the difficulties one faces in defining a line
of separation, since in the instantaneous view the separation bubble cannot be
considered a smooth region of separated flow. Moreover, the separated region is
highly three-dimensional in shape and size. Dependent on the time instant, one
or even several distinct separated regions can be distinguished which change
in shape and size demonstrating the intermittent character of the flow. This
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FIGURE 16. Isocontours of streamwise disturbance velocity at
the lower, inclined wall with level £0.004. Dark regions indi-
cate negative, light regions positive velocity. (a) Re, = 4500,
(b) Rep = 9000, (c) Rep = 20000.

gives rise to long averaging times for obtaining converged statistical quantities.
In the sequence of snapshots, a typical incident can be observed at the end of
the separated region where a reverse flow region looses contact with the core
separated region as time progresses, and it is further convected downstream
before it finally exits the computational domain.

Turning attention to the beginning of the expansion, incipient separation
is clearly encountered when the flow passes over the diffuser throat, in a region
well upstream of where the flow separates in the mean (see also discussion
related to figure 11). The manifestation of this first separated region is even
more inhomogeneous than the larger, main separation bubble.

Varying the Reynolds number as shown in figures 20 and 21, a small sep-
aration bubble at the throat of the diffuser is visible at the lowest Reynolds
number Re = 4500, and as mentioned earlier, at this position separation in
the mean is not present at both the medium and high Reynolds number. How-
ever, incipient separation is even encountered at these Reynolds numbers in
the diffuser throat. In the Reynolds number regime studied here, the snap-
shots suggest that even the incipient separation encountered at the diffuser
throat is less pronounced. Comparing the snapshots of isocontours of zero
streamwise velocity at different Reynolds numbers, the size of the structures
does not appear to vary significantly on the Reynolds number.



132 A. H. Herbst, P. Schlatter & D. S. Henningson

FIGURE 17. Isosurface of zero streamwise velocity for the full
diffuser geometry, Rep = 9000. Frame 1 at relative time ¢t* = 0.

4.4. Influence of the Inflow Condition

As described in section 3.2, the inflow boundary condition located at x = —5
is specified via an unsteady Dirichlet condition. The time-dependent data is
taken from a separate simulation of fully-developed turbulent channel flow. As
discussed before, distinct peaks occur in the power spectra related to the peri-
odicity in streamwise direction in the channel flow simulation. The appearance
of these peaks in the power spectra of the channel flow is clearly related to
turbulent events that survive while they are convected downstream through
the channel (“frozen turbulence”), see section 3.2. We now focus on the effect
of these spurious temporal correlations on the diffuser simulations.

To examine this influence we conducted two diffuser simulations at the
same Reynolds number Re, = 9000 using the same computational grid (M2)
and provided them with inflow from two channel-flow simulations that only
differ in the length of the periodic domain, M2C and M2CL, respectively. The
frequencies peaks present in the spectra differ due to the different domain length
of the channel, with the fundamental peak being at fy = 0.03 for the simulation
M2CL and fo = 0.124 for the simulation M2C.

The averaged properties of the two diffuser flow simulations are shown in
figure 22. The obtained results for the full diffuser setup compare very well for
the low-order statistics, in particular the mean streamwise velocity component
and the cross stresses agree perfectly. The level of the streamwise turbulent
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Fi1GURE 18. Isosurface of zero streamwise velocity for the full
diffuser geometry, Re, = 9000. Frame 2 at relative time t* =
20.

fluctuations is slightly higher in the rear part of the diffuser for the simulation
with inflow data provided by the channel flow simulation with the shorter
domain length (M2C).

To study how the dynamics of the diffuser simulation is affected by the
spurious time correlations present in the different channel flow simulations, we
recorded power spectra of the streamwise velocity at a number of streamwise
positions in the domain, more specifically close to the deflected wall from which
the flow separates in the mean (figure 23), in the centreline of the diffuser (figure
24) and close to the upper wall (figure 25). Independent of the wall-normal
position we observe that the energy contained in the low frequencies is generally
larger for those simulation whose inflow condition is taken from the channel
flow with longer periodic domain.

At the centreline of the duct (figure 24), the peaks connected to the fun-
damental peaks of the channel flow simulation are clearly present at the first
recorded station, x = 4.9. As the flow propagates downstream, the peaks
gradually decrease and the differences in the spectra become less significant.
Eventually, at z = 79.7 the spectra exhibit reasonable agreement. The differ-
ences occurring for the highest frequencies can be attributed to the fact that
the number of samples used for the computation of the spectra for the two
cases is different. The trend that the differences in the power spectra decrease
in the downstream direction can also be observed in the spectra recorded at
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FIGURE 19. Isosurface of zero streamwise velocity for the full
diffuser geometry, Re, = 9000. Frame 3 at relative time t* =
40.

the upper wall. At the lower deflected wall, from which the large separated re-
gion forms, the difference between the power spectra is first decreasing between
position z = 4.8 and x = 21.0. However, the differences are most pronounced
for the power spectrum recorded at x = 49.4 close to the lower wall compared
to all other power spectra shown, indicating that the separated region is most
affected.

It should further be noted that no dominant frequency related to vortex
shedding can be detected in the separated region. A similar conclusion was
also drawn by Kaltenbach et al. (1999) for the Obi diffuser configuration.

5. Conclusions

In the present work, large-eddy simulations (LES) of an incompressible planar,
asymmetric diffuser flow have been presented. Adopting the numerical method
already successfully used by Kaltenbach et al. (1999), the diffuser with an
opening angle of 8.5° is considered. For this configuration, recent experimental
data is available at Re, = 20000 (Tdérnblom 2003). Compared to previous
numerical and experimental studies, the setup is slightly modified, i.e. featuring
a marginally decreased opening angle compared to the 10° used by Obi et al.
(1993) and Kaltenbach et al. (1999). The change of setup was adopted in order
to create a test case that is more sensitive and thus better suited to compare
the results at different Reynolds numbers.
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FI1GURE 20. Isosurface of zero streamwise velocity for the full
diffuser geometry, Rep = 4500.

FI1GURE 21. Isosurface of zero streamwise velocity for the full
diffuser geometry, Rep = 20000.
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FiGURE 22. Influence of inflow channel length on statistics,
dashed case MC2L, solid case MC2 (a) 10 - (u) + z, (b) 30 -
Urms + 2, () 500 - (u/v') + .

For the present results, the dynamic Smagorinsky model has been used, and
a resolution study has been performed, highlighting the disparity of the rele-
vant scales and thus the sensitivity of the simulation results to the grids used.
Extensive simulations of the diffuser have been conducted at three different
Reynolds numbers, namely Re, = 4500, Rep, = 9000 and Re, = 20000 corre-
sponding to a friction Reynolds number Re, of the inflowing fully-turbulent
channel flow of approximately 260, 480 and 980, respectively. These Reynolds
numbers are well above the critical value for laminar-turbulent transition and
allow sustained turbulent channel flow.

Regarding the flow physics, we focused on quantifying the influence of
the Reynolds number on various diffuser-flow characteristics, in particular the
extent of the separated region, the properties of the internal layer at the upper
wall and the size of the turbulent scales. To our knowledge, there is no detailed
study in the literature clarifying these influences. To this end, it is consistently
shown that by increasing the Reynolds number a clear trend towards a larger
separated region is evident; at least for the studied, comparably low Reynolds
number regime. The Reynolds number dependence compares well with the
experimental findings by Obi et al. (1999). It is further shown that the small
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FIGURE 23. Power spectrum for streamwise velocity compo-
nent near the lower wall for different streamwise positions: (a)
x =438, (b) x =21.0, (c) z =49.4, (d) z = 74.7.Crosses de-
note simulation M2C, circles denote simulation M2CL.

separated region occurring at the diffuser throat shows the opposite behaviour
as the main separation region, i.e. the boundary layer at the diffuser throat
has less tendency to separate as the Reynolds number is increased. The results
suggest that the size of the main separated region is governed by the ’jet-like’
inflow which penetrates further into the diffuser at a higher Reynolds number.
Conversely, the spatial extent of the small separated region at the diffuser
throat is mainly determined by the state of the local turbulent boundary layer
and its ability to withstand separation.

The influence of the Reynolds number on the internal layer occurring at
the non-inclined wall described in a recent study by Wu et al. (2006) has also
been examined. It can be concluded that this region close to the upper, straight
wall, is more distinct for larger Re.

Additionally, the influence of temporal correlations arising from the com-
monly used periodic turbulent channel flow as inflow condition for the diffuser
is assessed. These time correlations are clearly related to turbulent events that
survive while they are convected downstream. It is however found that this
does not have a significant impact on the low-order statistics. Nevertheless,
the examination of the power spectra at various positions in the diffuser shows
that the low frequency content of spectrum is enhanced when the inflow data
is taken from a longer periodic channel.
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FIGURE 24. Power spectrum for streamwise velocity compo-
nent at diffuser centreline for different streamwise positions:
(a) x =49, (b) z = 21.2, (c) « = 49.6, (d) = = 74.7.
Crosses denote simulation M2C, circles denote simulation

M2CL.

In general, reasonable agreement between statistical data computed from
LES and the corresponding experimental measurements is obtained, e.g. for
the velocity profiles and turbulent fluctuations. However, also the experimen-
tal data show a variation between different experiments and setups. Thus, there
seems to be a need for more refined measurements in order to create a con-
sistent and accurate data base. In particular, the observed Reynolds-number
dependency needs to be backed up by new experimental studies. In addition,
a DNS study at a higher Reynolds number than previously possible would be
beneficial to validate the present findings.
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The first direct numerical simulation that is sufficiently large to study the self-
similar behaviour of a turbulent wall jet is performed. The investigation is an
extension of the simulation performed by Levin et al. (2005). The same numer-
ical method is used, but a significantly larger computational domain enables
to follow the development of the flow throughout the transition into its early
turbulent evolution. Two-dimensional waves and streamwise elongated streaks,
matched to measured disturbances, are introduced in the flow to trigger a nat-
ural transition mechanism. The Reynolds number is 3090 based on the inlet
velocity and the nozzle height. The simulation provides detailed visualizations
of the flow structures and statistics of mean flow and turbulent stresses. A
weak subharmonic behaviour in the transition region is revealed by animations
of the flow. The averaged data is presented in both inner and outer scaling in
order to identify self-similar behaviour. Despite the low Reynolds number and
the short computational domain, the turbulent flow exhibits a reasonable self-
similar behaviour, which is most pronounced with inner scaling in the near-wall
region.

1. Introduction

A plane wall jet may be considered as a flow which is created by the injection
of high-velocity fluid in a thin layer close to a wall. The wall jet consists of an
inner region, which is similar to a boundary layer, and an outer region wherein
the flow resembles a free shear layer. These layers interact strongly and form
a complex flow pattern. Besides the interesting physics, wall jets are of great
interest from an engineering point of view, for instance in film cooling of gas
turbine blades, in combustion chambers in defrosters and for separation control
on airfoils.

The first study on a turbulent wall jet was carried out experimentally by
Forthmann (1934), who found that the mean velocity field is self-similar, the
half-width, which is the distance from the wall where the velocity in the outer
region reaches half the local maximum velocity, grows linearly and that the
maximum velocity is inversely proportional to the square-root of the stream-
wise distance. The experimental work on turbulent wall jets up to 1980 has
been reviewed by Launder & Rodi (1981). For the turbulent plane wall jet in
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a quiescent surrounding, one main feature is the displacement of the position
of zero shear stress from the position of maximum velocity. Up to that time, a
semi-logarithmic variation of the velocity near the wall was assumed, but con-
siderable differences occur in the constants. For the Reynolds stresses, the early
experimental data shows a considerable scatter and most of the experimental
set-ups did not assure two-dimensionality.

Preserving this feature, Abrahamsson et al. (1994) presented measurements
of Reynolds stresses and wall shear stresses for a wall jet at Reynolds numbers
Re = 10000, 15000 and 20000, based on the nozzle height and the inlet velocity.
The streamwise development of the half-width and the maximum velocity were
found to be independent of the Reynolds number using momentum scaling as
proposed by Narasimha et al. (1973). Abrahamsson et al. (1994) questioned
the existence of a constant shear-stress layer. Their measurements support
Launder & Rodi (1981) claiming a transport of positive outer shear stress into
the wall region.

Using Laser Doppler measurement technique, Schneider & Goldstein (1994)
found for their measurements at Re = 14000 that the measured turbulent
normal stresses are higher compared to the existing hot-wire data. The hot
wires are shown to indicate low values of the Reynolds stresses in the turbulent
outer regions where they are effected by strong flow reversals. Laser Doppler
measurements by Eriksson et al. (1998) resolved for the first time the inner peak
in the streamwise turbulence intensity as well as the inner (negative) peak in
the shear stress of a turbulent wall jet at Re = 9600.

The applicability of various scaling laws to the turbulent wall jet was stud-
ied by Wygnanski et al. (1992) based on experimental data for Reynolds num-
bers in the range 3000 to 30000. They discarded the traditional wall-jet scaling
as earlier suggested by Narasimha et al. (1973) and proposed a self-similarity
scaling based on the momentum flux at the nozzle and on the viscosity of the
fluid. They showed that a logarithmic velocity distribution cannot be derived
based on the assumption on the constancy of the Reynolds stress or on the thin-
ness of the logarithmic region relative to the thickness of the inner layer. In an
investigation based mostly on experimental data by Eriksson et al. (1998) and
Abrahamsson et al. (1994), George (2000) reasoned that neither the inner nor
the outer scaling can perfectly collapse the data at finite Reynolds numbers due
to the fact that the interaction region remains Reynolds number dependent.

Turbulent wall jets are challenging flow cases for computations. Recently
Dejoan & Leschziner (2005) performed a large eddy simulation (LES) of a
turbulent wall jet at Re = 9600 matching the experiments of Eriksson et al.
(1998). The profiles of velocity and turbulent stresses in the self-similar region
are compared to the experimental data and agree well. However, with an LES,
the transition process in the outer shear layer and especially in the boundary
layer is extremely difficult to reproduce with high accuracy, as also pointed
out by Dejoan & Leschziner (2005). Therefore some discrepancies with the
experimental data occur. Examining the budgets for the turbulent energy and
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the Reynolds stresses, the turbulent transport is seen to be very important
where the outer shear layer overlaps with the boundary layer.

Direct numerical simulations (DNS) have to the authors current knowledge
so far only been performed for transitional wall-jets. Wernz & Fasel (1996,
1997) studied the importance of three-dimensional effects in the transitional
process and Visbal et al. (1998) investigated the breakdown process in a finite-
aspect-ratio wall jet by the means of DNS. Levin et al. (2005) studied the
breakdown initiated by the interaction between waves and streaks.

The present work is an extension of the work by Levin et al. (2005), who
studied a wall jet both experimentally and numerically by means of highly
resolved three-dimensional DNS. The experimental flow was matched in the
vicinity of the nozzle outlet by a solution to the boundary-layer equations.
In the experiment, the Kelvin—Helmholtz instability and naturally appearing
streaks were observed to lead to breakdown. Two-dimensional waves and opti-
mal streaks corresponding to the most unstable scales were calculated with the
parabolized stability equations and introduced in the DNS. They found that
in the presence of streaks, pairing is suppressed and breakdown to turbulence
is enhanced.

In the present paper, the early turbulent evolution of the Blasius wall jet
at Re = 3090 is studied with DNS using the same disturbance forcing but with
a four times larger box than used by Levin et al. (2005). A Reynolds number
matching the experimental investigations (Abrahamsson et al. 1994; Schneider
& Goldstein 1994; Eriksson et al. 1998) is not feasible at the present stage,
however in advantage to an LES, all scales are resolved and the transitional be-
haviour is reproduced correctly. In section 2, the numerical methods are briefly
outlined. The animations and flow structures are discussed in section 3.1. In
section 3.2, the averaged flow characteristics are presented in outer and inner
scalings. Finally, conclusions are drawn in section 4.

2. Numerical methods
2.1. Base flow

Consider a wall jet where fluid is blown out through a nozzle and tangentially
along a wall, where x, y and z denote the streamwise, wall-normal and spanwise
coordinates, respectively. The corresponding velocity components are u =
(u,v,w). The base flow consists of the Blasius wall jet, which is a solution to
the boundary-layer equations with a coupling of the Blasius boundary layer
and the Blasius shear layer as an initial condition. The flow is matched to an
experimental set-up (Levin et al. 2005), where the nozzle height is b = 3 mm
and the inlet velocity is U, = 15.4 ms™!, corresponding to the Reynolds number
Re = Uyb/v = 3090, where v is the kinematic viscosity of the fluid. Figure 1(a)
shows the computed base flow compared to data measured 16 mm downstream
of the nozzle outlet.
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FIGURE 1. Comparison between calculations (solid lines) and
experiments (symbols) from Levin et al. (2005) at z/b = 5.3
for Re = 3090. (a) Blasius wall jet. (b) Streamwise wave
amplitude for wb/U, = 1.49. Experimental amplitudes are
0.3% (o), 1.1% (O) and 1.7% (A). (c) Streamwise streak
amplitudes. The wavenumber for the PSE is b = 3.77 and
for the experiments 8b = 3.15 (o), 3.90 (O) and 4.72 (A).

2.2. DNS techniques

The numerical code (see Lundbladh et al. 1999) uses spectral methods to solve
the three-dimensional time-dependent incompressible Navier—Stokes equations.
The discretization in the streamwise and spanwise directions makes use of
Fourier series expansions, which enforce periodic solutions. The discretization
in the normal direction is represented with Chebyshev polynomial series. A
pseudospectral treatment of the nonlinear terms is used. The time advancement
is a second-order Crank—Nicolson method for the linear terms and a four-step
low-storage third-order Runge-Kutta method for the nonlinear terms. Alias-
ing errors arising from the evaluation of the convective terms are removed by
dealiasing by padding and truncation using the 3/2-rule when the FFTs are
calculated in the horizontal planes. In the wall-normal direction, no dealiasing
is used.

Flows such as boundary layers and wall jets are spatially growing and to
fulfil the necessary periodic boundary condition in the streamwise direction,
required by the spectral discretization, a fringe region (see Nordstrom et al.
1999) is added in the downstream end of the physical domain, in which the
outgoing flow is forced to its initial state. In this region, the function A(z)
is smoothly raised from zero and the flow is forced to a desired solution v
through the forcing term A(z)(v —u) added to the momentum equations, where
u is the solution vector. The forcing vector v, which may depend on the
three spatial coordinates and time, is smoothly changed (blended) from the
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undisturbed wall-jet solution of the boundary-layer equations at the beginning
of the fringe region to the prescribed inflow velocity vector. In the case of
forcing a disturbance in the flow, it is also added to the forcing vector in the
end of the fringe region.

At the wall, a no-slip boundary condition is set and at the upper edge of
the computational box, a generalized boundary condition is applied in Fourier
space with different coefficients for each wavenumber. It is non-local in physical
space and takes the form

— kit = =2 4 ki, (1)
Yy Y

where @ is the Fourier transform of w and k is the modulus of the horizontal
wavenumbers (k? = a? + 3?). Here, v, denotes the blended wall-jet solution of
the boundary-layer equations taken as the initial condition and ¥, its Fourier
transform. The condition represents a potential-flow solution decaying away
from the upper edge of the computational box. It admits the necessary entrain-
ment of fluid, required by the spatial growth of the wall jet. In the horizontal
directions, periodic boundary conditions are used.

2.3. Disturbance forcing and numerical parameters

The objective of the present paper is to study the early turbulent evolution of
the wall jet, which is triggered to undergo transition through the interaction be-
tween unstable waves and streaks, the transition scenario studied in Levin et al.
(2005). In the experiment presented in Levin et al. (2005), naturally appearing
waves and streaks were observed to lead to breakdown. In order to simulate a
natural transition mechanism of the wall jet from its laminar state to its early
turbulent state, two-dimensional waves v,, and stationary longitudinal streaks
v, that are matched to the measured disturbances are introduced. These dist-
urbances are calculated with linear disturbance equations as described in Levin
et al. (2005) and are added to the blended Blasius wall-jet solution v, to give
a forcing vector of the form v = vy + v, + v,. The waves and the streaks can
then be forced in the fringe region. The forcing is turned on smoothly in both
space and time. No noise is forced in the simulation, but a small level of noise
evolving from the turbulent flow passes through the fringe region. However,
the fringe region damps the energy of the incoming disturbances about seven
decades.

Figures 1(b) and 1(c) show the computed amplitude functions of the wave
and the streak, respectively, compared to measured data from Levin et al.
(2005). The waves in the experiment were triggered by a loudspeaker at
1221 Hz, corresponding to an angular frequency of wb/U, = 1.49. This is
close to the most amplified frequency predicted by linear stability calculations.
The spanwise wavenumber of the streaks is §b = 3.77, which is close to that
of the naturally appearing streaks in the experiment. However, the stationary
streaks in the experiment were introduced in the flow by periodically distributed
roughness elements, positioned on the top lip of the nozzle. The peak in the
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FIGURE 2. Streamwise mean velocity, averaged over a period
of 213b/U, and in the spanwise direction. Contour spacing is
0.1U, and grey lines show negative values.

shear-layer region is in antiphase to the peak near the wall in the boundary-
layer region both for the waves and the streaks. The streamwise amplitudes of
the waves and the streaks are prescribed at the beginning of the computational
box to 0.001U, and 0.03U,, respectively.

The computational box is shown in figure 2. It extends from the nozzle
outlet to 49.7 nozzle heights in the streamwise direction including the fringe
region, which begins at /b = 44. The height of the box is 14.4b and the width
is 3.33b, which is two spanwise wavelengths of the forced streaks. There are
two reasons that restrict the well represented flow quantities to the upstream
half of the computational box (z/b < 25). Firstly, a large external vortex exists
in the downstream part of the box. This vortex can be seen in the contours
of the streamwise mean flow shown in figure 2. It evolves from a start-up
vortex that slowly convects downstream and then remains in the ambient flow
in front of the fringe region. Such an external flow exists for wall jets in
experimental set-ups as well, but as the computational box is not as large as
the surrounding space in an experiment, the problem is more prominent. It is
possible to avoid the vortex by specifying the entrainment velocity at the upper
boundary. Dejoan & Leschziner (2005) used such a boundary condition based
on the laminar free plane jet. However, we choose not to constrain the wall jet
by prescribing the entrainment velocity as the laminar growth of a jet differs
from its turbulent growth. Secondly, the box width is not sufficient in the
downstream half of the box. However, after considering two-point correlations
of the fluctuating streamwise velocity in the spanwise direction, the box proved
to be sufficiently wide upstream of about z/b = 25. This does not, however,
mean that the influence of the forced stationary streaks is not present. On the
contrary, the early turbulent stage of the wall jet is governed by the upstream
imposed streaks. It can be seen in flow visualizations (e.g. Lasheras & Choi
1988; Levin et al. 2005) that the spanwise periodicity of the streaks remains for
a significant distance downstream in the early turbulent stage. To summarize,
the relevant part of the computational box is the upstream half and is marked
with the dashed line in figure 2.
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FIGURE 3. (a) Energy contained in streamwise (solid line),
wall-normal (dashed line) and spanwise (dotted line) modes
n. (b) Frequency spectra of streamwise velocity fluctuation
averaged in the spanwise direction at x/b = 25, y/b = 0.96.

A grid of about 62.3 million modes with 900 streamwise modes, 541 wall-
normal modes and 128 spanwise modes is used, corresponding to the same
resolution in the horizontal plane as for the smaller box used by Levin et al.
(2005), while the wall-normal resolution is 20 % coarser. Dealiasing in the
streamwise and spanwise directions increases the computational resolution in
the simulation with a factor of 2.25 (1.5 in each direction). In figure 3(a), the
energy contained in the streamwise, wall-normal and spanwise spectral modes
demonstrate a decay of at least five decades. A check of the resolution for the
previous study was done by Levin et al. (2005), but since the wall-normal res-
olution in the present study is coarser than in their work, an extra check of the
wall-normal resolution is carried out for a smaller test case. An instantaneous
flow field with 289 wall-normal modes (corresponding to the present resolu-
tion) is compared to the corresponding flow field with 577 wall-normal modes.
In comparison to the higher resolution, the lower resolution gives acceptable
results in the transitional region of the wall jet. In figure 3(a), a pile up of
about one order of magnitude can be seen for the highest wall-normal modes.
A similar pile up of one order of magnitude exists for the higher resolution. In
order to investigate if the pile up is due to aliasing errors, an additional simu-
lation is performed with 193 wall-normal modes and dealiasing activated even
in the wall-normal direction, corresponding to the same computational cost as
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the test case with 289 wall-normal modes. The results are comparable with the
case of 289 wall-normal modes and no conclusions can be drawn whether it is
better to use dealiasing or not at the same computational cost. However, the
pile up is due to aliasing errors but it does not affect the results as long as the
resolution is high enough.

The time step is set adaptively to keep the CFL number close to a fixed
number. Figure 3(b) shows the frequency spectra of the streamwise velocity
fluctuation evaluated for a period of 21.7b/U, and averaged over the spanwise
direction at /b = 25, y/b = 0.96. At this location, no peak of the forced
frequency remains. The familiar decay law w™=%/3 in the inertial subrange is
evident in the frequency range 0.6 < wb/U, < 6. Beyond this range, dissipation
is the dominant process giving a faster decay.

A shared memory parallelization is implemented in the numerical code.
The current study uses 16 computer nodes, each with two processors. With
a wall clock time of 60h, a typical simulation calculates a period of about
3.5b/U,. The sampling of statistics is turned on at tU,/b = 329 and finished
at tU, /b = 542, corresponding to five months of non-stop simulations.

3. Results
3.1. Flow structures

In order to visualize the whole wall jet from its laminar part in the vicinity of
the nozzle outlet where the waves and the streaks grow, the transition region
and its downstream turbulent part, three animations are made available. The
animations show a time period of four fundamental periods of the forced waves
and the streamwise extend is from the nozzle outlet to z/b = 38.5. The dark
areas display regions of high streamwise velocity and the white areas display
regions of backflow.

Animation I shows the (z,y)-plane in the middle of the computational
domain, where the low-velocity streak is present in the outer shear layer. The
height of the plane is y/b = 4.8. Figure 4(a) shows a snapshot corresponding
to the first frame of the animation. In the shear-layer region, anticlockwise
rotating rollers are created by the Kelvin—Helmholtz instability and follow the
flow downstream. In the boundary-layer region, clockwise rotating rollers are
formed and are associated with small separation bubbles. In this plane, the
boundary-layer rollers move faster than the rollers in the shear-layer region.
This is due to the spanwise modification of the flow by the streaks with a low-
velocity streak in the shear-layer region and a weak high-velocity streak in the
boundary-layer region. The shear-layer and boundary-layer rollers move at the
same rate in the plane located half a spanwise wavelength to the side where a
high-velocity streak is present in the outer shear layer. A weak tendency of a
subharmonic instability can be seen by looking at the roll-ups in the outer shear
layer; every other roll-up is moving slightly more upwards than the roll-ups in
between. The breakdown to turbulence appears first in the shear-layer region
and then spreads down to the boundary-layer region. The turbulent part of
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FIGURE 4. Visualization of streamwise velocity with dark ar-
eas displaying high velocity and white areas dislaying regions
of backflow. The flow is from left to right and the streamwise
extend of the planes are from the nozzle outlet to 38.5b. (a)
(z,y)-plane at the middle of the box, the height of the plane is
4.8b. (b) Horizontal plane at y/b = 0.96. (c¢) Horizontal plane
at y/b=0.19.

the wall jet behaves as expected, the velocity is faster in the inner region and
slower in the outer region. Downstream, the velocity in the whole wall jet slows
down while the wall jet spreads and the largest scales increase.

Animation IT and III show the horizontal planes at y/b = 0.96 and 0.19,
respectively, which are in the middle of the outer shear layer and the inner
boundary layer of the laminar part of the wall jet. The width of the planes
shows the entire spanwise extend of the computational box. Figures 4(b) and
4(c) show snapshots corresponding to the first frame of animation IT and III,
respectively.

In animation II, two spanwise periods of the streaks are visible in the
upstream part of the plane. At about four nozzle heights downstream of the
nozzle outlet, the waves start to appear. Further downstream, the interaction
between the waves and the streaks forms a staggered pattern. The streaks play
an important role in the breakdown process, where their growth is transformed
from algebraic to exponential as they become part of the secondary instability
of the waves, see Levin et al. (2005). In the turbulent flow downstream of
the rapid breakdown, the influence of the streaks can be seen to remain for
some distance. Figure 5 shows a series of snapshots taken from the animation.
The streamwise extend of the snapshots is z/b = 9 to 13, which is the region
of transition, and the time period between them is half a fundamental period
T/2 = 2.11b/U, of the forced waves. Figure 5(a) corresponds to the first frame
of the animation. The presence of the subharmonic waves can be distinguished
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FIGURE 5. Grayscale as in figure 4. Time sequence of the
flow in a horizontal plane at y/b = 0.96 with length /b =9 to
13. The time period between the planes is half a fundamental
period T/2 = 2.11b/Uy: (a) t =0, (b) t =T/2, (¢) t =T, (d)
t=3T/2, (e)t =2T, (f) t =5T/2, (g) t =3T, (h) t =7T/2.

by comparing the difference of the flow structures one fundamental period apart
e.g. between figure 5(b) and 5(d). The flow structures two fundamental periods
apart, as shown in e.g. figure 5(b) and 5(f) look much more alike.

In animation III, the waves are more pronounced than the streaks in the
beginning of plane. However, the spanwise modification of the flow becomes
strong well before the breakdown, which appears about two nozzle heights
downstream of the breakdown position in the upper shear layer. The influence
of the forced streaks does not remain in the turbulent flow as in the shear-layer
region of the wall jet. Instead, new streaky structures with smaller spanwise
scales (about 100 wall units) typical for turbulent boundary layers are born
and prevail throughout the length of the plane. In this plane, the presence of
the subharmonic waves is easier to detect. Figure 6 shows a series of snapshots
taken from the animation and the time instants are the same as for figure 5.
The streamwise extend of the snapshots is 2:/b = 11 to 15, corresponding to the
more downstream transition location. By comparing the same time instants
as before, i.e. figure 6(b) with 6(d) and figure 6(b) with 6(f), the subharmonic
appearance becomes clear.

Vortical structures can be identified in the flow by plotting regions where
the second largest eigenvalue A\, of the Hessian of the pressure assumes negative
values (Jeong et al. 1997). Levin et al. (2005) studied these structures and ob-
served the following five stages in the transition mechanism: (i) Spanwise rollers
are formed in the wave troughs in the outer shear layer and move downstream.
In the boundary layer close to the wall beneath the wave crests, counter-rotating
rollers are formed. (ii) In the presence of streaks, the shear-layer rollers are
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FIGURE 6. Visualization as figure 5 for a horizontal plane at
y/b = 0.19 with length /b = 11 to 15.

sinuously modified in the spanwise direction with the boundary-layer rollers
deforming in the opposite direction. (iii) Vortex ribs are formed in the braids
of the waves, extending from the top of the shear-layer roller to the bottom
of the previous one. (iv) The vortex ribs follow the upward flow between
two neighbouring shear-layer rollers and are associated with mushroom-shaped
structures ejected from the wall jet into the ambient flow. (v) The tail legs of
the vortex ribs, generated one fundamental period earlier, separate and form a
vortex ring around the upcoming vortex ribs and additional counter-rotating
vortex rings are created preceding breakdown to turbulence. Animation IV
shows the development of the vortical structures during two fundamental pe-
riods. It shows a constant negative value of A\, in a box of streamwise extend
from 6 to 13.6 nozzle heights, 4b high and one wavelength of the forced streaks
wide.

To illustrate the flow structures further downstream in the turbulent wall
jet, figure 7 shows the vortical structures in an instantaneous flow field. In
figure 7(a), the transition and the early turbulent region where the turbulence
has not yet reached the self-similar state is shown. The level of the isosurfaces
is the same as in animation IV. Figure 7(b) shows the turbulent structures
further downstream where the turbulence begins to reach a self-similar state.
The level of the isosurfaces is one third of the level in figure 7(a). Close to
the wall and at about two nozzle heights above the wall, streamwise elongated
structures can be seen and correspond to the vortex stretching in the layers of
maximum mean shear. The structures in the outer layer, however, are stronger
consistent with the larger outer peak of turbulence kinetic energy shown in
figure 13(d).
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FIGURE 7. Vortex visualization of instantaneous data. The
isosurfaces show a constant level of (a) Ay = —1.5 and (b)
)\2 == _0.5.

3.2. Averaged flow characteristics

While the preceding section concerned the dynamics of the flow, the following
sections are designated to present the flow characteristics averaged in both time
and spanwise direction. The data is presented in inner and outer scaling in order
to identify self-similar behaviour. However, due to the low Reynolds number
and the short computational domain, the data is not sufficient to contribute to a
discussion of different approaches to scaling as presented recently by Wygnanski
et al. (1992) and George (2000).
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FIGURE 8. (a) Growth rate of the wall jet. (b) Decay of the
wall jet velocity.

3.2.1. OQuter scaling

Scaling with outer variables is used to identify self-similar behaviour in the
outer shear layer. Here we apply the traditional scaling with the maximum
velocity of the wall jet U, and the half-width y, /2 In comparison with data at
higher Reynolds numbers, it has to be taken into account that the shear stress
in the outer layer and therefore also the other properties are dependent on the
Reynolds number.

The streamwise development of the variables y, /2 and U,,, governing the
outer scaling is shown in figure 8. In the downstream direction, the thickness
of the wall jet increases and its velocity decays as the wall jet spreads out in
the quiescent surrounding. The laminar region in the vicinity of the inlet is
followed by the clearly visible transitional region at about /b = 10 to 15. In
this region, the half-width undergoes a substantial rise whereas the maximum
velocity of the wall jet decays rapidly. In the downstream region, at x/b = 30
to 40, the influence of the large outer vortex in the ambient flow affects the
behaviour somewhat.

Figures 9(a) and 9(b) show the streamwise and wall-normal mean velocities,
respectively, scaled in outer scaling. The streamwise velocity profiles between
x/b = 17 and 26 collapse reasonably well up to y/y, /2 = 1. Further away
from the wall, the profiles deviate from each other owing to a secondary flow
induced by the large external vortex. For the wall-normal velocity profiles,
the self-similar behaviour is only obtained between x/b = 20 and 23. Further
upstream, the deviation originates from the transition to turbulence. The outer
vortex in the ambient flow compresses the downstream part of the wall jet
slightly, causing the profile at 2/b = 26 to deviate towards lower values. This
deviation is larger than for the streamwise component indicating that the wall-
normal velocity is effected in a higher degree than the streamwise velocity.
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FIGURE 9. Mean velocity at z/b = 17 (solid line), 20 (dashed
line), 23 (dashed-dotted line) and 26 (dotted line). (a) Stream-
wise component. (b) Wall-normal component.

The streamwise, wall-normal and shear stresses and the turbulent kinetic
energy in outer scaling are shown in figure 10 for the same streamwise positions
as in figure 9. The profiles at /b = 23 and 26 collapse reasonably well up to
about y/y1/2 = 1. The levels of the stresses are substantially larger at the po-
sition /b = 17 and decay thereafter in the downstream direction. In general,
the turbulent quantities scaled with outer variables, are higher in the transi-
tional region than in the self-similar region. Dejoan & Leschziner (2005) found
the same tendency in their LES study, but Eriksson et al. (1998) measured the
opposite trend for the streamwise Reynolds stress in outer scaling.

3.2.2. Inner scaling

The streamwise development of the wall thickness 7 = v/u, and the friction
velocity ., which are relevant for the inner scaling, can be interfered from
figures 11(a) and 11(b). Consistent with the behaviour of a wall jet, the wall
thickness increases downstream while the friction velocity decays. The stream-
wise evolution of the ratio between the half-width, used for the outer scaling,
and the wall thickness, governing the inner scaling, is shown in figure 11(c).
Quantities scaled with the inner scaling are conventionally denoted with a plus
(e.g. y* = y/n and ut = Vu/'v//u.). Using this notation we can see that
the half-width corresponds to about 300 units in inner scaling, a value that
increases with Reynolds number.

Figure 12(a) shows the near-wall region of the streamwise mean velocity
scaled with inner scaling. Within the viscous sublayer, the profiles follow a
linear law UT = y+, shown as the grey curved line, up to about y* = 4. Further
away from the wall, the profiles start to deviate from the linear behaviour,
earlier than for a turbulent boundary layer that typically starts to deviate for
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FIGURE 10. Profiles of (a) w/u’, (b) v/, (c) Reynolds shear
stress and (d) turbulence kinetic energy scaled with outer vari-
ables. Lines as in figure 9.

values y™ > 8. This observation agrees well with the behaviour interfered
from the data measured by Eriksson et al. (1998) at Re = 9000. Due to the
low Reynolds number, the data does not follow the classical log law U™ =
2.441ny™ + 5, shown as the grey straight line in the figure.

In figure 12(b), the ratio between the rms of the fluctuating streamwise
velocity and the mean streamwise velocity is shown. This value has previously
been shown to be constant in the viscous sublayer, up to about y™ = 5, and
Alfredsson et al. (1988) found the value to be 0.4 in turbulent boundary-layer
and channel flows. This value seems to approximately hold even for the tur-
bulent wall jet as can be seen in the figure. A comparison has been done to
numerical data for turbulent channel flow computed by Kim et al. (1987) for
a low Reynolds number and by Del Alamo et al. (2004) for a higher Reynolds
number. The data for the low Reynolds number shows a good agreement with
the present simulation.

The turbulent stresses shown in figure 10 are rescaled with inner scaling and
displayed in figure 13. The profiles collapse reasonably well for the streamwise
positions x/b = 20 to 26 indicating that the flow has started to exhibit a self-
similar behaviour. It can be noted that the collapse provided with inner scaling
is much better than with outer scaling. The profile at the position x/b = 17
is, however, still close to the transitional region and deviates from the other
profiles. Downstream of the position x/b = 26, the vortex present in the end
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FIGURE 11. Streamwise evolution of (a) wall thickness,
(b) friction velocity and (c) y1/2/77.

of the computational domain causes the flow to depart from the self-similar
behaviour and profiles from this region are therefore not taken into account.

Unfortunately, recent measurements of turbulent stresses are not available
for the Reynolds number at which our simulation is performed. As pointed
out in the introduction, the recent measurements of the turbulent quantities
with Laser-Doppler technique show significant differences from the earlier hot-
wire measurements. The difference can be explained with the occurrence of
reverse flow resulting in too low values for these components in the hot-wire
measurements (Schneider & Goldstein 1994; Eriksson et al. 1998). However, in
comparison with the data presented by Eriksson et al. (1998) at Re = 9000,
the positions of the inner maxima of u* and k* agree well, whereas the levels
of the turbulent fluctuations are lower due to the lower Reynolds number. The
profiles of the Reynolds shear stress collapse very well in inner scaling but the
inner negative peak occurs closer to the wall than in the measurements by
Eriksson et al. (1998).

As can be seen in the animations, the transition starts in the shear-layer
region. This process is further studied by looking at the initial development of
the fluctuation v as shown in figure 14. Here we have used inner scaling to
draw the attention to the inner layer. However, the vertical lines indicate the
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FIGURE 12. Near-wall behaviour of (a) streamwise mean ve-
locity and (b) ut/U™T. Data from Kim et al. (1987) (v7) and
Del Alamo et al. (2004) (A). Lines as in figure 9.

location of the half-width. A peak in the outer layer is clearly visible close to
the transitional region at x/b = 6, where the flow still is laminar. In the inner
layer, the formation of a plateau can be seen. A new peak starts to develop out
of this plateau as the flow proceeds downstream and undergoes transition. The
two peaks in the inner and outer layer evolve into a new plateau for the normal
stress as the turbulent mixing increases indicating that the process of merging
of the inner and the outer layer is progressing (see figure 13). It is, however,
less pronounced in the DNS data than in the measurements by Eriksson et al.
(1998) performed at the higher Reynolds number. The plateau diminishes as
the flow propagates downstream. Eriksson et al. (1998) also observed that the
plateau decays in the far field.

4. Conclusions

The first direct numerical simulation that is sufficiently large to study the self-
similar behaviour of a turbulent wall jet is carried out. The Blasius wall jet
and its early turbulent evolution are studied at Re = 3090. Two-dimensional
waves and streamwise elongated streaks are introduced in the flow to trigger
a natural transition mechanism. The disturbance forcing, which is matched to
experimental conditions, is the same as in the previous study by Levin et al.
(2005), but a four times larger computational box enables to study not only the
transitional region but the early turbulent evolution. The present simulation
provides detailed visualizations of the flow structures and statistics of mean
flow and turbulent stresses.

In order to visualize the whole wall jet from its laminar part where the
waves and streaks grow, the transition region and its downstream turbulent
part, three animations are made available. They show the propagation of
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FIGURE 13. Profiles of (a) rms of v/, (b) rms of v', (¢) Reynolds
shear stress and (d) turbulence kinetic energy. Lines as in
figure 9.

spanwise modified roll-ups in the outer shear layer and in the inner shear layer.
Small regions of separated flow are associated with the boundary-layer rollers.
A weak subharmonic wave is present in the transition region. The breakdown to
turbulence appears first in the shear-layer region where the low-velocity streak
exists. In the turbulent flow downstream of the rapid breakdown, the influence
of the streaks can be seen to remain for some distance. About two nozzle
heights downstream of the breakdown position in the outer shear layer, the
inner shear layer undergoes transition. Streaky structures typical for turbulent
boundary layers are born in the near-wall region of the turbulent wall jet. A
fourth animation shows the development of vortical structures in the region of
transition. It shows that transition appears in the mushroom-shaped structures
that are associated with vortex ribs that are ejected from the wall jet into the
ambient flow.

The averaged data is presented in both inner and outer scaling in order
to identify self-similar behaviour. Applying the traditional outer scaling with
the maximum velocity of the wall jet and the jet half-width, the profiles of
the mean streamwise velocity collapse reasonably well between z/b = 17 and
26 up to the half-width of the jet. Components of the Reynolds stress agree
reasonably well between 2:/b = 23 and 26 up to the same wall-normal position.
Downstream of /b = 26, a large vortex in the ambient flow exists due to the
limited numerical region. Such an external flow arises for all wall jets, even
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FIGURE 14. Profiles of rms of v’ close to transition at 2/b = 6
(solid line), 8 (dashed line), 10 (dashed-dotted line) and 13
(dotted line). The vertical lines indicate the location of the
half-width.

in experimental set-ups. However, the strength of the vortex decreases as the
region it is allowed to occupy increases. The wall-normal velocity is effected
by this vortex in a higher degree than the streamwise velocity, the self-similar
behaviour is only obtained between /b = 20 and 23. The turbulent quantities
scaled with outer variables are higher in the transitional region than in the
self-similar region. Dejoan & Leschziner (2005) found the same tendency in
their LES study, but Eriksson et al. (1998) measured the opposite trend for the
streamwise Reynolds stress in outer scaling.

Within the viscous sublayer, the profiles follow a linear law Ut = ¢y up to
about y™ = 4. The profiles start to deviate from the linear behaviour, earlier
than for a turbulent boundary layer that typically starts to deviate for values
yT > 8 agreeing well with the behaviour found by Eriksson et al. (1998) at
Re = 9000. The ratio between the rms of the fluctuating streamwise velocity
and the mean streamwise velocity is found to be constant in the viscous sublayer
up to about y* = 3 and the value for turbulent boundary-layer and channel
flows found by Alfredsson et al. (1988) seems to approximately hold even for
the turbulent wall jet. The profiles of the turbulent stresses collapse well for
the streamwise positions /b = 20 to 26 indicating that the flow has started to
exhibit a self-similar behaviour in the near wall region.

It can be noted that the collapse provided with inner scaling is much better
than with outer scaling. Despite the low Reynolds number and the short com-
putational domain, in comparison to available experiments, the turbulent flow
exhibits a reasonable self-similar behaviour, which is most pronounced with
inner scaling in the near-wall region.
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Despite the large computational cost, the present simulation is still too
small to study a fully developed turbulent wall jet. The early turbulent state
in the present simulation is governed by the upstream imposed streaks. It is,
however, left for future work to study the fully developed turbulent wall jet in
larger computational domains and for higher Reynolds numbers.

This work was funded by the Swedish Energy Agency (Energimyndigheten).
The direct numerical simulation was performed at the Center for Parallel Com-
puters at KTH. Many thanks to Stefan Wallin for valuable discussions about
the turbulent statistics.
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