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Stockholm framlägges till offentlig granskning för avläggande av teknologie
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Abstract

The search for quieter internal combustion engines drives the quest for a bet-
ter understanding of the acoustic properties of engine duct components. In
this work the main focus is the turbocharger compressor and a discussion of
turbocharger acoustics and earlier work within the area is presented, giving
an insight into its sound generating mechanisms and the damping effect it
has on pressure pulses, i.e. incoming waves. However, despite the fact that
turbo-charging was developed during the first part of the 20th century, there
is not much research results available within the area of centrifugal compressor
acoustics.

To improve the understanding of the acoustics of engine duct components,
methods based on compressible Large Eddy Simulation (LES) are explored.
With these methods it is possible to capture both the complex flow, with sound
generating mechanisms, and acoustic - flow interactions. It is also possible
to get a detailed insight into some phenomena by access to variables and/or
areas where it is difficult to perform measurements. In order to develop these
methods the linear scattering of low frequency waves by an orifice plate have
been studied, using an acoustic two-port model. This simple geometry was
chosen since the flow has several of the characteristics seen in a compressor, like
unsteady separation, vortex generation and shock waves at high Mach numbers.
Furthermore the orifice plate is in itself interesting in engine applications, where
constrictions are present in the ducts. The results have been compared to
measurements with good agreement and the sensitivity to different parameters
has been studied, showing an expected dependence on inlet Mach number and
difficulties to simultaneously keep the amplitude low enough for linearity and
high enough to suppress flow noise with the short times series available in LES.

During the development of new engines the industry uses 1D engine CFD
tools. These tools are developed to give performance data, but sometimes also
the acoustic pulsations are studied. The duct components are modelled and
the turbocharger is often modelled with a map, representing its fluid mechan-
ical properties measured under steady state conditions. An aim in this work
has been to study the limitations of the models available in the commercial
software GT-Power. The scattering of incoming waves was simulated and the
results were compared to measurements, showing a large discrepancy for the
compressor and a significant discrepancy for the orifice plate.
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The more I learn, the more I learn how little I know.
Socrates (469 BC - 399 BC)
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CHAPTER 1

Introduction

Noise from road vehicles is one of the main sources of community noise in
the world. Noise is thereby an important issue in vehicle design, both due to
tougher noise legislations and higher demands on driver experience and comfort.
For lower speeds the engine related noise gives the dominating contribution to
the noise from road vehicles. In general the aim is to reduce the engine exterior
noise, but in some cases, e.g. for sports car engines, it is also of interest to tune
the noise (mainly the interior) to give a specific easily recognized sound.

The main noise source in an internal combustion engine is the cylinders.
The low frequency pulsations generated there propagate through the intake and
exhaust ducts to be radiated by the air intake respectively the exhaust pipe.
All duct components will influence the sound propagation and this influence is
called the components passive acoustic properties. The duct components will
also generate noise, which is the components active acoustic properties, and
this will contribute to the overall sound of the engine. So to understand the
acoustics of the engine each duct component must be studied. In this work,
it is the acoustic properties of the turbocharger compressor that are the main
interest, but a simpler geometry consisting of a constriction is also considered.

Turbochargers consist of a turbine and a compressor and are used to in-
crease the power output of an engine for a given engine size. The turbine,
which is driven by the exhaust gases, drives the compressor, which compresses
the air going into the cylinders. Turbochargers are today used in most mod-
ern diesel engines and their use in spark ignited engines is increasing due to
the trend of engine down-sizing. Despite this and the fact that turbo-charging
was developed during the first part of the 20th century, there are not much
research results available within the area of turbocharger acoustics. The re-
search within turbine and compressor acoustics has mainly been conducted for
axial machines, such as jet engines where noise traditionally has been more of
a problem. The acoustics of turbochargers is however becoming an issue due to
the trend of making smaller faster turbochargers, where the generated acoustic
power increases rapidly with the rotational speed. In general it can be said
that the turbocharger has a damping effect on incoming low frequency waves,
at the same time as it generates a high frequency noise. In this thesis a dis-
cussion of the damping effect of the turbocharger and known sound generating
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2 1. INTRODUCTION

mechanisms is presented, together with an overview of earlier work that has
been performed within these areas.

Constrictions are common objects in duct systems, such as those found in
internal combustion engines. The constriction studied in this work is a thin ori-
fice plate, i.e. a plate with a centrally located orifice, placed in a circular duct.
By reflecting and damping incoming acoustic waves these constrictions will
modify the resonances in the system, which can result in very high sound lev-
els. The noise generated by a constriction can normally be neglected compared
to other sound sources in the system, but under certain flow configurations it
can cause a high tonal noise (whistle) if it couples to a resonance in the system.
Besides the acoustic effect a constriction has on the engine, it is also of interest
as a simple geometry for exploring computational methods to study the acous-
tics of compressible flows in IC-engine related geometries. The computational
effort for the constricted pipe is much smaller than that for a compressor, at
the same time as the flow is expected to have several of the important charac-
teristics seen in a compressor; such as unsteady separation, vortex generation
and shock waves.

To improve the understanding of the acoustic properties of engine duct
components direct noise computations are performed, using compressible Large
Eddy Simulation (LES). With this method sound generating mechanisms can
be captured, as well as the interaction between the flow and incoming waves. To
compute the scattering, i.e. reflection and transmission, of incoming waves and
the generated sound from the simulation results an acoustic two-port model
is used. In this thesis the above methodology for studying the acoustics of
duct components is presented and applied to compute the scattering of incom-
ing waves by a ducted orifice plate. To validate the method, the results are
compared to measurements and theory.

In industry 1D CFD tools for engine simulations are often used during the
development phase of new engines. In these tools the entire engine, includ-
ing combustion and the turbocharger, is simulated and the engine components
are modelled using different types of models. The programs are optimized for
producing performance data, but the acoustic pulsations are an integral part
of the simulations. Turbochargers are represented by zero or one dimensio-
nal models, which usually cannot capture the interaction with acoustic waves
correctly. There are however models that are capable of capturing the low fre-
quency response of the compressor, as shown by Rämmal & Galindo (2010).
In this thesis the possibility of studying wave propagation with models present
in GT-Power, a common commercial 1D CFD tool, is investigated by studying
the interaction between incoming sound waves and a compressor and an orifice
plate, respectively.



CHAPTER 2

The Turbo Charger

2.1. Introduction

Turbochargers are today used in most modern diesel engines of all types and
sizes and their use in gasoline engines is increasing due to the trend of engine
down-sizing. A turbocharger consists of a compressor and a turbine. The
energy available in the hot exhaust gases is used to drive the turbine, which
via a shaft drives the compressor that compresses the intake air. The power
output of the engine depends on the amount of fuel burned per engine cycle,
which in turn depends on the amount of fresh air available in the cylinders.
By compressing the air going into the cylinders the compressor will thereby
allow for a higher power output at a given engine size, or a smaller engine at a
given power output. This results in less losses and thereby improved efficiency.
(Heywood 1988)

In small internal combustion engines, e.g. automotive or truck engines,
centrifugal compressors and radial turbines are in general used. The reason for
this is that small radial turbo-machines have higher efficiency than small axial
machines, which have a large relative tip clearance and a bad blade length to
height ratio. An example of a radial turbocharger can be seen in Figure 2.1. As
for all fluid machines the turbine and the compressor, respectively, consist of a
rotor and a stator. The rotor is a rotating wheel, which extracts or adds work
to the fluid. The stator is the stationary part, which accelerates and expands
or decelerates and compresses the fluid.

The compressor consists of a rotor, a diffuser and a volute, where the
two latter components together form the stator, see Figure 2.1. Air is drawn
axially into the rotor that adds energy to the fluid and redirects the flow to the
radial direction. The diffuser then converts some of the added kinetic energy to
potential energy before the volute, which further diffuses the air and redirects
the flow to the axial direction. (Dixon 2005)

The turbine is built up similarly to the compressor, but there are more
variations in the turbine design. In Figure 2.1 a nozzle-less twin entry turbine
can be seen. The exhaust gases first enter the volute, which adds a consider-
able swirl velocity to the gas and forces it out in the radial direction, thereby
distributing it around the rotor. The gas then passes the rotor where part of
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4 2. THE TURBO CHARGER

Figure 2.1. A turbocharger unit, with the turbine to the left
and the compressor to the right.

its energy is used to drive the wheel, which in turn drives the compressor, and
the flow is redirected into the axial direction. It is possible to add a nozzle
with guide vanes between the volute and the rotor, resulting in additional flow
turning and acceleration of the gas. This can normally make the turbine aero-
dynamically more efficient and the volute can be made smaller for the same
expansion ratio. Furthermore, in so called variable geometry turbines nozzle
blades of variable angle are used to change the working characteristics of the
turbine to better match the engine operating point. (Baines (2005).) The vari-
able geometry turbines are today commonly used in diesel engines. In gasoline
engines the exhaust temperature is higher, which puts more strain on movable
vanes, so normally nozzle-less turbines are used due to cost reasons.

For multiple cylinder engines the exhaust manifold and the turbine volute
can be split into multiple entries. Different cylinders are then connected to
different entries giving less interference between the cylinders. Commonly twin
entry turbines are used, where the volute is split into two entries. This can
be done by splitting the volute in the meridional direction, where both entries
feed the whole periphery of the rotor, see Figure 2.1. An alternative is a volute
where each entry feeds a sector of the rotor.

Depending on the type of compressor or turbine different amount of the
expansion or compression occur in the rotor and in the stator. This is described
by the degree of reaction (R), which usually is defined as the ratio of static
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enthalpy change in the rotor to the total enthalpy change over the unit (or
stage in the case of a multi stage turbo-machine) (Japikse & Baines 1994):

! =
Δℎ!"#"!

Δℎ0,%&'#

For a unit where the expansion or compression is the same over the stator
and rotor ! = 0.5. When all the expansion or compression takes place in the
stator ! = 0, which is the case for some axial turbines. The opposite, ! = 1, is
very uncommon. In general the degree of reaction is most important as a design
parameter for axial turbines, since for axial compressors and radial turbines or
compressors the reaction is generally constricted by other design parameters.
The degree of reaction is determined by the blade shapes and angles, which for
radial machines often are restricted by other factors. (Japikse & Baines 1994)

The turbine, which is situated after the exhaust manifold just downstream
of the cylinders, is working under highly pulsatile conditions. The frequency
and the amplitude of the pulsations depend on the number of cylinders, their
size and the engine operation point. The compressor, which is situated up-
stream of the cylinders, before the inlet manifold and the intercooler, is also
subjected to flow fluctuations. They are of the same frequency as the pulsations
in the turbine, but have a much lower amplitude.

2.2. Compressor Performance

Two important parameters of a turbocharger compressor are the pressure ratio
and the efficiency. The former is important because it determines the boost
pressure, i.e. how much more air that is pressed into the cylinders compared to
a naturally aspirated engine, while the latter affects the efficiency of the entire
turbocharger and thereby also the engine. Another important parameter is the
flow rate, since the compressor only can operate stably within a certain range
of flow rates.

Turbocharger compressors and turbines are characterized with performance
maps, an example of a compressor map can be seen in Figure 2.2. These maps
represent the fluid mechanical properties of the device and relate its rotational
speed, mass flow, pressure ratio (total to total for compressor, total to total or
total to static for turbine) and efficiency. The maps are measured under steady
state conditions for several operating points and the data is interpolated to
intermediate points. The turbine and compressor maps are normally presented
in the form of reduced or corrected mass flow and speed (GT-Power 2004):
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$̇corrected = $̇actual ∗
√

%inlet

%reference

/
&inlet

&reference
(2.1)

$̇reduced = $̇actual ∗
√

%inlet/&inlet (2.2)

rpmcorrected = rpmactual

/√
%inlet

%reference
(2.3)

rpmreduced = rpmactual/
√
%inlet (2.4)

where % is the temperature and & is the pressure. These corrections are per-
formed to reduce the dependency of the results on the temperature and pres-
sure conditions during measurements compared to different conditions during
real operation, e.g. high temperatures. What these corrections really do is
that they scale the results with the Mach number. The corrected mass flow
and rpm are defined as the values that give the same axial respectively blade
Mach numbers under reference condition as the respective Mach numbers in
the measurements. The reduced variables are the mass flow and rpm rescaled
to Mach numbers representing the axial respectively blade Mach numbers at
the measuring conditions, neglecting geometry and gas constants.

2.2.1. Operation Range

The flow through the compressor is only stable within a certain range of mass
flows. At lower mass flows the compressor enters surge, which is an unsteady
system phenomenon where the flow breaks down and can be reversed at the
compressor inlet. It is accompanied by high amplitude pressure pulsations
that produce very high sound levels and can cause the machine to fail. At
higher mass flows the compressor is choked as the flow reaches Mach one at
the smallest cross-section and the efficiency drops fast.

Choking sets a limit for the flow capacity of the compressor. As the mass
flow is increased and choke is approached areas of transonic flow appear and
the losses increase drastically. This leads to reduced efficiency and pressure
ratio, which can be seen to the right in the compressor map, Figure 2.2, where
the efficiency and pressure ratio decrease rapidly with increasing mass flow for
a constant compressor speed (Baines 2005). At this point the mass flow can
only be increased by increasing the rotational speed of the compressor. (Dixon
2005)

Surge sets a limit for the minimum flow rate through the compressor at
a given pressure ratio. The left end of the compressor map, see Figure 2.2,
usually represents the onset of surge, but since it is a system phenomena it is
difficult to predict and it can depend on other components like the intercooler
(cools the air after the compressor) and the inlet manifold. (Baines 2005)
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Figure 2.2. Performance map for a turbo-compressor. The
dots on the speed-lines indicate the operating points where
measurements have been performed, while the rest of the map
is an interpolation from these points.

Surge is a complex phenomenon that is not well understood. It is believed
to begin with stall, which occurs at low flow rates when an adverse pressure
gradient causes the flow to separate from a surface. Stall can occur in any part
of the compressor, one important example is blade stall when the flow separates
from the suction side of a blade. When separation occurs the flow no longer
follows lines parallel to the surfaces and there is an aerodynamic blockage of
the flow, leading to a loss of total pressure. As the stall becomes stronger or
starts to appear in several components of the compressor the pressure ratio
eventually starts to decrease with the mass flow rate. (Baines 2005)

In the normal operating range of the compressor the pressure ratio increases
with decreasing mass flow rate, see Figure 2.2. However, as surge is approached
and stall appears in the compressor the increase becomes very small and even-
tually the pressure ratio starts to decrease with the mass flow, which occurs
to the left of the operating points shown in the map. When the compressor
operates at a point where the speed line, i.e. the line with constant rpm going
through that point, has a negative slope the pressure increase with decreasing
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flow. A small negative disturbance in the mass flow will then result in an in-
creased pressure ratio, but as the disturbance is removed the flow goes back to
the original operating point. When the compressor operates at a point where
the speed line has a positive slope a small negative disturbance in the mass flow
will result in a decreased pressure ratio. The air delivered from the compressor
to the inlet manifold will now have lower pressure than that in the manifold,
resulting in a pressure wave that propagates upstream through the compressor.
This will enhance the stall, giving even lower mass flows and pressure ratios
until the mass flow is very small. At this point the compressor can go back
to the original operating point, where a small disturbance will cause the whole
process to repeat itself. (Baines 2005)

Rotating stall (RS) is a famous phenomena that is observed in axial ma-
chines, while its occurrence in radial machines is unknown. An introduction
to RS can be found in Kameier & Neise (1997). It appears when the rotating
machine operates at low flow rates and some local disturbances lead to stall on
one of the blades. This means that the flow separates at the tip of the blade
at the suction side so that blade passage is partially blocked. The flow is then
diverted away from this passage to a neighbouring one, increasing the angle of
attack to that blade causing the flow to stall. The flow angle is then reduced at
the pressure side of the originally stalled blade so that it becomes un-stalled.
This way the stall cell moves around the rotor in the opposite direction to that
of the blades in the rotor frame of reference, but slower than the rotational
speed. Hence, in a fixed reference frame it moves in the rotation direction, but
at a slower rate than the blade. More than one stall cell is also possible. The
stall cell moves around the rotor in a more or less frozen pattern, i.e. if one
follows the cell one can hardly experience any variations in the flow field with
time.

2.3. 1D & 0D Models for Turbochargers in Pulsatile Flow

For engine design purposes it is important to have a fast and simple model for
the turbocharger. The compressor and the turbine are often modelled with their
performance maps, assuming quasi-steady flow. This is for example the case in
the two commonly used commercial 1D CFD codes for engine simulations GT-
Power and BOOST, where the map is used as a boundary condition between two
attached pipes. The maps are however used differently in the two programs. For
the compressor modelling GT-Power uses the rotational speed and the pressure
ratio between the attached pipes to interpolate the mass flow from the map.
In BOOST the rotational speed and the mass flow are used to interpolate the
pressure ratio and the isentropic efficiency from the map.

In addition to using turbocharger maps many different models have been
proposed either for model simplification or for improved modelling performance
under pulsatile flow. Most of these models are for the turbine, since it is
situated downstream of the cylinders where the amplitude of the pulsations is
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much higher. Here a few non-linear models that have been proposed in the
literature will be presented.

2.3.1. Compressor Models

Torregrosa et al. (2006) have suggested a model for the compressor. In the
model the map is used as a boundary condition between two cavities that are
connected to the engine ducts. The volumes represent the volume inside the
compressor and they are supposed to account for the effect of accumulation
of mass, which takes place in the compressor under pulsating flow conditions.
Both volumes are set to have equal size, which is half the size of the total
volume inside the compressor.

To get the desired characteristics from the model the connection between
the map and the cavities was implemented in a certain way. Using the pressure
in the adjacent cavities at the previous time-step and the rotational speed, the
mass flow through the compressor and the efficiency are obtained from the map.
This is used to calculate the stagnation temperature at the compressor outlet
and the turbo-compressor work performed. Finally the new thermodynamic
conditions inside the cavities are calculated by applying equations for mass
conservation and energy balance at each cavity.

To check the above model it was integrated into a general engine gas ex-
change model, which was able to supply the required boundary conditions.
The simulation results were compared to measurements performed on an en-
gine, for one truck and one automotive turbocharger. One operating point per
turbocharger was simulated and the comparison was performed in both time
and frequency domain, up- and downstream of the compressor, for the pressure
and the up- and downstream propagating waves. In general the results of the
model are acceptable, with better results at the downstream side and for the
automotive turbocharger.

Rämmal & Galindo (2010) later used the model developed by Torregrosa
et al. (2006) to simulate the passive acoustic properties of a turbocharger com-
pressor. The compressor model was connected to two ducts, at the end of which
sound waves were excited. A difference between this model and the original one
was that the volumes were not set to equal size. Instead, they were set equal to
the volume before and the volume after the rotor. The transmission loss and
the scattering matrix were calculated as a function of frequency for several op-
erating points of the compressor. The results were compared to measurements
performed by Rämmal & Åbom (2009) with good agreement.

2.3.2. Turbine Models

The simplest way to model the turbine is to replace it with a nozzle, a model
that has been outlined by Watson & Janota (1982). The effective area of the
nozzle should be set so the pressure drop matches that of the turbine for the
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same value of the mass flow. A realistic value for the equivalent turbocharger
efficiency can be obtained by a few trial and error simulations with different
nozzles. The model can represent the flow characteristics of a turbine rea-
sonably well, except for the case of radial turbines with high expansion ratios
(above 1.83), which turbocharger turbines usually have.

A more advanced model has been proposed by Payri et al. (1996). It
consists of two convergent nozzles with an intermediate volume. Twin entry
turbines are handled by having two, instead of one, nozzles in parallel into the
intermediate volume. The nozzles represent the stator, which produces the first
expansion of the flow, and the rotor, which further expands the flow, assuming
quasi-steady flow behaviour. The intermediate volume should account for the
accumulation of mass that takes place in the turbine during pulsating flow.
The size of the volume should be similar to that inside the turbine. However,
simulations with different volume sizes (0.5V, V and 2V) showed that the time
domain results are insensitive to errors in the volume size. This implies that
low frequency pulsations are insensitive to volume size, but it is not know how
higher frequency waves are affected.

In the model the effective areas of the nozzles are determined from the
characteristic curves of the turbine, supplied by the manufacturer, under the
assumption that the reaction degree of the turbine is 0.5. This means that
the expansion ratio is assumed to be the same for the stator and the rotor,
which usually is true for radial turbines running at their design point. For
pulsating flow the turbine operating point is different in every time-step so
the effective area of the nozzles should be constantly updated. This is a time
consuming operation, so it is suggested to keep the stator area constant, while
the rotor area is calculated for each engine operating point or to keep both
areas constant at their mean values. Simulations showed that calculating the
rotor area at every time-step had a small influence on the resulting pressure
pulses in the time domain.

Results from simulations using the above model were compared to mea-
surements performed on a turbine in an engine test-bench. Good agreement
was found for the average mass flow rate and the turbine work as a function
of rotational speed. For the instantaneous pressure variations, at the exhaust
port and the turbine outlet, the agreement was acceptable.

An extension to the above model for variable geometry turbines has been
proposed by Serrano et al. (2008). The model is essentially the same as the
one proposed by Payri et al. (1996), with the difference that the expansion
ratio is not assumed to be the same for stator and rotor. Instead the reaction
degree of the turbine is calculated using geometrical parameters and the turbine
performance map. The reaction degree is then used when the effective areas
of the stator and rotor nozzles are calculated. The model was implemented in
a 1D CFD code together an engine model. Simulation results were compared
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to measurements performed on three turbines in an engine test bench. The
comparison showed that the model is capable of capturing the fluid-dynamic
behaviour of the turbine in time domain for all three turbines. For one turbine
the results were also compared in frequency domain, with acceptable results.

Baines (2005) has suggested a model for the turbine that has similarities to
the model by Payri et al. (1996). The volute is modelled with a cavity, where
accumulation of mass takes place during pulsating flow, giving a damping effect
on the pulsations and thereby a smoother inflow to the rotor. The volume is
followed by the rotor, which is modelled on a quasi-steady bases. The rate of
change of mass in the cavity is determined by the difference between the mass
flow into the volute and the mass flow out from the volute to the turbine. This
is then related to the rate of change of pressure in the cavity by means of the
perfect gas equation. The mass flow going into the rotor has to be determined
from a simple 1D model of the turbine rotor, given the rotor pressure ratio,
the shaft speed, the rotor overall dimensions and an estimate of the rotor
efficiency. The model is tested and gives a turbine performance consistent with
measurements, i.e. it captures the essential features of the pulsations.

Chen et al. (1996) have proposed a 1D model for a mixed flow turbine,
which was an improvement of the earlier model presented by Chen & Winter-
bone (1990) for radial turbines. The turbine casing is modelled as a converging
duct. The spiral part is modelled as a pipe with a length equal to the length
from the tip of the casing tongue to a 180∘ azimuthal angle. The volume of the
casing can be set correctly by properly defining the pipe area. 1D unsteady
flow analysis is then applied to the converging pipe. This model gives a length
to the casing, which can be important in unsteady flow analysis. The rotor
is simulated with a quasi-steady flow method, since the Strouhal number of
this part is small. Several loss models are then introduced into the simulation
model to improve predictions at off design points.

The simulation results were compared to measurements and simulations
with a quasi-steady model. The instantaneous mass flow rate was captured
better with the new unsteady method than with the quasi-steady model, but
none of the models gave good results. For the fluctuating turbine power both
models showed poor agreement with the measurements, even though the new
model slightly improved the results.



CHAPTER 3

Aero-Acoustics

Acoustic problems have two parts, sound generation and sound propagation
and scattering, i.e. reflection and transmission of waves by objects. In this
chapter there will be an introduction to sound propagation, scattering and
generation. For more information please refer to a book like Pierce (1989) or
Howe (1998). The chapter will further include an introduction to computational
aero acoustics and an introduction to the acoustics of turbocharger compressors
and ducted orifice plates.

3.1. Wave Propagation and Scattering

3.1.1. Sound Propagation in Ducts

Acoustics waves are disturbances from a mean fluid state that propagate with
the speed of sound. The acoustic fluctuations can be seen in all fluid variables,
but the theory will be presented using the acoustic pressure, which is later re-
lated to the other variables. The amplitude of acoustic fluctuations is normally
very low compared to the mean variables in the fluid and the propagation is
therefore often assumed to be linear. This assumption holds up to amplitudes
of around 1 % of the mean values. First the theory for linear propagation in
an ideal stationary fluid will be presented and then the effect of flow, dissipa-
tion and non-linearities will be discussed. The linear propagation of sound in
a stationary fluid is described by the homogeneous wave equation:

∂2&′

∂)2
− *2∇2&′ = 0 (3.1)

Where &′ is the acoustic pressure and * is the speed of sound. The solution to
the homogeneous wave equation in 1 dimension is:

&′(), ,) = -(,− *)) + .(,+ *)) (3.2)

Where - and . are two (plane) waves that propagates in the positive and
negative x-direction, respectively.

Special types of waves are harmonic waves. They have a time dependence
that is proportional to sin(/)) and cos(/)), where / = 20- is the angular
frequency and - is the frequency. However for simplicity the time dependence
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3.1. WAVE PROPAGATION AND SCATTERING 13

is often written as a complex exponential, 1−'(#. The harmonic behaviour also
means that the wave has a fixed wavelength, 2 = */- , which corresponds to the
length one period of the wave occupies in space. Harmonic waves are important
in many practical applications, because acoustic waves with more general time
dependence can be written as a sum of their harmonic components. If this is
combined with the solution to the homogeneous wave equation, Equation (3.2),
the 1D acoustic pressure fluctuations can be written as:

&′(), ,) =
∞∑

&=1

&̂+&1
'()!*−(!#) + &̂−&1

'()!*+(!#) (3.3)

Where &̂+& and &̂−& are the complex valued Fourier amplitudes of the up- and
downstream propagating waves at each frequency /& and 3& = /&/* is the
wavenumber, which is related to the wavelength as 3 = 20/2.

In a duct it is convenient to express the wave equation, Equation (3.1), in
cylindrical coordinates, which gives:

1

*2
∂2&′

∂)2
− 1

4

∂

∂4

(
4
∂&′

∂4

)
− 1

42
∂2&′

∂52
− ∂2&′

∂,2
= 0 (3.4)

Where 4 is the radial direction and 5 is the angle in the azimuthal direction.
The solution to this wave equation for a harmonic wave in a cylindrical duct
with rigid wall is a sum of modes, which have specific pressure patterns at cross
sections of the duct:

&′± =
∞∑

+=0

∞∑

,=0

[6+ cos($5) +7+ sin($5)]8+(3!,+,4)1
'()"*±(#) (3.5)

8 ′
+(3!,+,!) = 0 (3.6)

32!,+, + 32*,+, = 32 = (//*)2 (3.7)

Where $ and 9 are the azimuthal respectively radial mode orders, 3* and
3!,+, are the wave numbers in the axial and radial directions, 6+ and 7+ are
amplitudes, 8+ are the Bessel functions of the first kind, ! is the radius of
the duct and ± is for up- or downstream propagating waves, where the total
acoustic pressure is retrieved by summing these two waves.

The constriction on the radial wave number gives that only wave numbers
3!,+, = 0:+,/! are allowed, where 0:+, is solution number 9 to 8 ′

+ = 0
and can be found in tables. Furthermore, the relation between the radial and
axial wave numbers gives that 3* becomes imaginary when 0:+,/3; > 1. This
means that the mode cannot propagate in the duct, instead the amplitude
decays exponentially along the duct. The frequency at which a certain mode
starts to propagate in the duct is called the cut on, or cut off, frequency for that
mode. For low frequencies only the plane wave mode ($ = 0 and 9 = 0), which
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has constant pressure at duct cross-sections, can propagate. This corresponds
to a one dimensional wave.

The acoustic pressure can be linearly related to the acoustic density (=′)
and velocity (>′) through the plane wave relation:

&′ = *2=′, &′± = ±=0*>
′
± (3.8)

Where =0 is the ambient, or mean, density and ± is for up- and downstream
propagating waves.

The amplitudes of the up- and downstream propagating waves for the dif-
ferent variables can be related to the total amplitudes of the fluctuations in the
following way:

&′ = &′+ + &′−, =′ = =′+ + =′−, , >′ = >+ − >− (3.9)

When flow is introduced in the duct the problem becomes more compli-
cated. The waves now propagate with the speed of sound plus/minus the flow
speed (U) in the down- and upstream directions, respectively. This implies
that the wave number becomes:

3± =
/

*± ?
=

30
1±@

(3.10)

Where @ = ?/A is the Mach number of the flow, 30 is the wave number in
the undisturbed fluid. However, the above theory with the mode shapes, the
plane wave relation between the acoustic variables and the possibility to sum
different waves to get the total acoustic fluctuations is still valid.

In the above theory it has been assumed that the fluid is ideal and there
is no dissipation, i.e. a sound wave can propagate an infinitely long distance
without a decrease in amplitude. In reality this is not true and the amplitude
of the wave will decrease gradually. The decrease is however small and can
often be neglected over short distances. If dissipation is accounted for it is
done by adding a small complex part to the wave number (3- = B: + 3).
The amount of dissipation depends on the fluid and the duct diameter and it
mainly occurs next to the wall in the thermo-viscous acoustic boundary layer.
The dissipation is also affected by convection, see e.g. Dokumaci (1998), and
for very low frequencies by turbulence, see e.g. Knutsson & Åbom (2010).

As the amplitude of the waves is increased the propagation becomes non-
linear. The shape of the wave will then be distorted as the wave propagates
and energy will be transferred among different harmonics, i.e. waves with
frequencies that are a multiple of the same base frequency -0 (- = C-0, C =
1, 2, ...). The distortion of the wave shape is in the form of wave steepening,
where the wave front becomes more and more steep due to the compression part
of the wave propagating slightly faster than the expansion part. This means
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Figure 3.1. Definition of wave propagation directions for
waves impinging on an object. The wave amplitudes are re-
ferred to a certain reference cross-section.

that the distance from the expansion to compression part of the wave decreases
until eventually a shock wave is formed after the so called shock wave formation
distance, which depends on the wave amplitude, see e.g. Pierce (1989).

3.1.2. Wave Scattering

When a sound wave impinges on an object it will partly be reflected, trans-
mitted and absorbed. This effect of the object is known as its passive acoustic
property.

Consider sound waves impinging on the general object in Figure 3.1. If
&̂.− = 0, the reflection and transmission of &̂/+ are defined as !(/) = &̂/−/&̂/+
respectively % (/) = &̂.+/&̂/+. These quantities will be complex and contain
information both about the amplitude of the reflection/transmission and if the
object introduces a phase shift to the wave.

The reflection at boundaries is an important example of wave reflection. At
a rigid wall the velocity is zero and there will be total reflection, ! = 1. When a
duct terminates into free space, or a large baffle, the pressure is approximately
constant, implying that &′ ≈ 0 at the end of the duct. This will also give
total reflection, but the reflected wave will be 180∘ off phase with the incoming
wave, ! = −1. However, in reality the pressure is not exactly constant and the
reflection decreases for higher frequencies.

3.2. Sound Generation

There are different phenomena that can lead to the generation of sound. The
aerodynamic sound sources are often divided into three categories. Within each
category sound is generated by the same type of mechanisms, which in turn can
be caused by different underlying phenomena. The three categories are termed
monopole, dipole and quadrupole type of sources and are explained below.
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Monopole type of sources correspond to sound generation by fluctuating
volume flows. This can occur if there is unsteady flow injection from e.g. a tail
pipe, unsteady heat injection from e.g. combustion or if the fluid is displaced
by a moving surface, e.g. a loudspeaker. Another cause for this type of sound
generation is high Mach number flows, where there are non isentropic flow
fluctuations and the non-acoustic density fluctuations correspond to a volume
fluctuation of the fluid.

Dipole type of sources correspond to sound generation by fluctuating sur-
face forces. There are several different reasons as to why the surface pressure
can fluctuate. For stationary surfaces it can be e.g. unsteady flow separation,
unsteady vortex shedding or vortices hitting the surface. For moving surfaces
it can be that the surface is moving through a non uniform flow field or with a
varying velocity.

Quadrupole type of sources correspond to sound generation by free field
turbulent fluctuations or by varying tangential shear stresses at a surface. The
generated so called turbulence noise is broadband, just as the turbulent fluctu-
ations. However, this is normally a very week source, except for in high speed
jets with Mach numbers close to one, and it is therefore often neglected when
there are monopole or dipole type of sources present.

In the presence of sources linear acoustics is governed by the wave equation
with sources (S):

(
∂2

∂)2
− *2

∂2

∂,2
'

)
=′ = D(,', )) (3.11)

In the absence of sources, i.e. in a free stationary field, this equation reduces to
the classical homogeneous wave equation, Equation (3.1). The source term is
determined by deriving the wave equation from the equations for conservation
of mass and momentum. The oldest and most widely known wave equation
with source terms is that by Lighthill (1952), which is derived without any
simplifications, meaning that it is an exact equation. It represent sound gen-
eration by fluid fluctuations in a confined region of a free field, where the fluid
is stationary. The Lighthill source term is:

D(,', )) =
∂2%'0

∂,'∂,0
=

∂2

∂,'∂,0

(
=>'>0 + E'0 − *2(=− =0)F'0

)
(3.12)

Where %'0 is the Lighthill stress tensor, * is the speed of sound and =0 is the
density the fluid would have if it were at rest. E'0 = &F'0+G'0 is the compressive
stress tensor, where & is the pressure, G'0 is the stress tensor and F'0 is the
Kronecker delta (vanishing if i and j differ and unity if they are equal to each
other). The Lighthill source term represents a distribution of quadrupoles of
strength density %'0 . However, in practice the Lighthill stress tensor (%'0) will
not only contain the generation of sound, but also the convection of sound with
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the flow, the propagation of sound with variable speed and gradual dissipation
by conduction and viscosity.

The most general form of the wave equation with aerodynamic sources
is that for sound generation by turbulence and surfaces in arbitrary motion
proposed by Ffowcs Williams & Hawkings (1969). This equation is, like the one
by Lighthill (1952), derived without any simplifications. It is here presented for
the case of impermeable surfaces, where the surface velocity equals the velocity
of the fluid at the surface:

(
∂2

∂)2
− *2

∂2

∂,2
'

)
=′H(-) =

∂

∂,'

(
E'0F(-)

∂-

∂,0

)
+

∂

∂)

(
=0I'F(-)

∂-

∂,'

)

∂2

∂,'∂,0
[%'0H(-)] (3.13)

Here - is a marker function defining surfaces and non-fluid regions. It is defined
so that - = 0 at surfaces, - < 0 inside solid objects and - > 0 in the fluid
domain. H(-) is a Heaviside function, which is chosen to be unity in the fluid
domain and zero inside objects. F(-) is the Dirac delta function, which is the
generalized derivative of the Heaviside function. Furthermore, it is possible to
write ∂2

∂*#
= ∣∇- ∣C', where C' is the normal vector of the surface.

The first term in Equation (3.13) ( ∂
∂*$

(...)) is only present on surfaces and

represents a dipole distribution of source strength density E'0C0 . The second
term ( ∂

∂# (...)) is only present on moving surfaces. It is of monopole character
and represents the volume displacement effect that occur as the surface moves
through the fluid. The third term ( ∂2

∂*#∂*$
(..)) is the Lighthill source term. If

there are no surfaces present, only this source term remains and the equation
is reduced to the classical equation by Lighthill (1952).

Since there is no simplification in the derivation of Equation (3.13) it is
valid under subsonic, transonic and supersonic conditions. However, in the
presence of shocks %'0 will contain discontinuities other than those at surfaces
and hence the equation has to be reformulated.

Ffowcs Williams & Hawkings (1969) also studied possible solution strate-
gies for the above wave equation. They came to the conclusion that for low
speeds the surface generated sound is governed by the applied force and dis-
placed inertia. However, for high speed problems they conclude that these
mechanisms are negligible. For very high velocities an intense beam will in-
stead be radiated in the direction for which the surface normal coincides with
the Mach wave direction and the strength of this beam depends on the surface
curvature.
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3.3. Acoustic Two-Ports

An acoustic two-port gives the linear relation between the acoustic properties
up- and downstream of a duct component as a function of frequency in the
plane wave range. There are several different formulations of the two-port and
here it is convenient to use the scattering matrix formulation, see Glav & Åbom
(1997). The scattering matrix (S) relates the amplitudes of the incoming (&̂+)
and the outgoing waves (&̂−), up- (a) and downstream (b) of the component,
see Figure 3.1 . In the general case the scattering matrix can be written as:

(
&̂/−
&̂.+

)
= S

(
&̂/+
&̂.−

)
+

(
&̂,/−
&̂,.+

)
, S =

(
D11 D12

D21 D22

)
(3.14)

where D11 and D22 are the upstream respectively downstream reflection coeffi-
cients, D21 and D12 are the up- to downstream respectively down- to upstream
transmission coefficients and &,/ and &,. is the generated sound radiated in the
up- respectively downstream directions. The elements of the scattering matrix
will be complex and contain information about both the amplitude of the coef-
ficients and a possible phase shift taking place between the up- and downstream
sampling positions used for the acoustic variables.

To determine the four unknown scattering-matrix elements it is assumed
that the level of the incoming sound is high enough to neglect the generated
sound. Furthermore two independent cases, with different incoming waves, are
required. This is achieved either by running with the acoustic excitation up-
and downstream of the component, or by running with two different loads.
Using the result from these two cases the scattering-matrix can be calculated
from:

(
D11 D12

D21 D22

)
=

(
&̂1/− &̂2/−
&̂1.− &̂2.−

)(
&̂1/+ &̂2/+
&̂1.+ &̂2.+

)−1

(3.15)

where 1 denotes the first case and 2 the second case.

When sampling of acoustic variables is performed it usually has to be done
at a distance from the studied object. The reason is that it is desirable to avoid
sampling in acoustic near fields or in regions with high flow fluctuation levels.
In acoustic near fields there can be higher order modes, which rapidly decays
further away from the object, and this might influence the result. In regions of
high flow fluctuation levels it is difficult to extract the low amplitude acoustic
fluctuations. When the sampling is performed at a distance from the object,
the phase of the scattering matrix elements contain not only a possible phase
shift due to the object, but also the phase shift from the wave propagation
between the object and the sampling positions. To avoid this, the scattering
matrix can be moved to the object with the following equation (Lavrentjev
et al. 1995):
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S′ = T+ST
−1
− (3.16)

Where S′ is the modified scattering matrix that has been moved to the object
and T± are:

T+ =

(
1')%+*′

% 0
0 1')&+*′

&

)
, T− =

(
1−')%−*′

% 0
0 1−')&−*′

&

)
(3.17)

Where ,/ and ,. are the distances from the up- and downstream measuring po-
sitions to the object and 3+ and 3− are the wave numbers for waves propagating
in the up- respectively downstream directions at the up- (a) and downstream
(b) sides of the orifice, see Equation (3.10). The phase of the modified scatter-
ing matrix is sensitive to the flow Mach number, meaning that a small error
in the latter can give a significant effect on the scattering matrix, as shown by
Holmberg (2010).

If the active part of the two port is to be determined in the case of reflecting
boundaries, at the end of the ducts, the reflections at these boundaries and the
scattering matrix of the object must be known. The reason is that some of
the pressure fluctuations correspond to reflected waves that were generated
earlier. The generated sound can then, according to Lavrentjev et al. (1995),
be calculated with the following expression:

ps = (E− SR)(E+R)−1p (3.18)

Where E is the identity matrix, p is the measured pressure up- and downstream
of the object, ps is the generated waves and R is the reflection matrix:

p =

(
&/
&.

)
ps =

(
&,/−
&,.+

)
R =

(
!/ 0
0 !.

)
(3.19)

Where !/ and !. are the reflections in the up- and downstream ducts.

To use Equation (3.18) to calculate the generated sound the scattering
matrix and the reflection matrix have to be determined at the cross section
where the pressure (p) is sampled, which as stated earlier usually has to be at
a distance from the object. The scattering matrix can be moved using Equation
(3.16), where the distances ,/ and ,. in Equation (3.17) have to be negative if
it is moved further away from the object. The reflection matrix can be moved
in a similar way:

R′ = T−1
+ RT− (3.20)

Where the distances ,/ and ,. just as for the scattering matrix have to be
positive if it is moved closer to the orifice and negative if it is moved further
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away. Sometimes it is also of interest to move the generated waves (ps) to the
component, which can be done with (Lavrentjev et al. 1995):

ps′ = T−1
+ ps (3.21)

Where ps′ is the modified source vector that has been moved to the component.

3.3.1. Plane Wave Decomposition

To compute the scattering matrix the sampled acoustic fluctuations have to be
decomposed into up- and downstream propagating waves. To compute these
waves a plane wave decomposition method is used. It is based on the assump-
tion that the acoustic fluctuations can be written as a sum of the up- and
downstream propagating waves, see Equation (3.9). If both the pressure and
the velocity are available, which is the case in CFD, the plane wave relation,
Equation (3.8), can be used to decompose the waves according to:

&+ =
1

2
[&′ + =0*0>

′], &− =
1

2
[&′ − =0*0>

′] (3.22)

If only the pressure is available, which normally is the case in measurements,
the wave is instead decomposed assuming harmonic waves:

&′ = &̂1−'(# (3.23)

&+ = &̂+1
−'((#−)+*), 3+ = 3/(1 +@) (3.24)

&− = &̂−1
−'((#+)−*), 3− = 3/(1−@) (3.25)

where / is the angular frequency, 3 is the wavenumber and @ is the Mach
number. By measuring the pressure at two positions (, = 0 (1) and , = 9 (2))
the pressure can now be determined using the two-microphone method (see e.g.
Chung & Blaser (1980)):

&̂1 = &̂+ + &̂− (3.26)

&̂2 = &̂+1
')+, + &̂−1

−')−, (3.27)

If the pressure is measured at more positions it is possible to get an overde-
termined system, which reduces the error. Furthermore, with more measuring
positions it is possible to solve the non linear system of equations to get also
the wave numbers and the Mach number.
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3.4. Transmission Loss

The transmission loss (TL) is a measure of how much of the acoustic power
that is lost as a sound wave passes an object. More exactly it is the difference
between the power of the wave approaching the object and the power of the
transmitted wave when there is a reflection free termination. If the scattering
matrix for the object is known the transmission loss is calculated as (Åbom
1991):

%K =

⎧
⎨

⎩
10log

(
3%(1+4%)

25&6&
3&(1+4&)25%6%∣7%∣2

)
Downstream

10log
(

3&(1−4&)
25%6%

3%(1−4%)25&6&∣7&∣2

)
Upstream

(3.28)

Where A is the duct area.

3.5. Computational Aero Acoustics

Computational aero acoustics (CAA) is used to numerically solve acoustic prob-
lems. The most direct method is direct noise computation (DNC), where the
acoustics is simulated as part of the flow through compressible non-linear CFD.
This method theoretically works for all types of acoustic problems, but it is
computationally very expensive and errors can be significant due to the ampli-
tude of the acoustic fluctuations only being a small fraction of the mean flow
values. There are different CFD models that can be used for DNC, but the
most common is probably DNS for very simple geometries and LES for a bit
more complex geometries. More information about LES for acoustics can be
found in Wagner et al. (2007).

When wave propagation and scattering is studied linear methods are often
used to reduce the computational cost. The exception is for cases that in-
volve high amplitude oscillations and thereby non-linear propagation, like e.g.
the buzz-saw noise generated in compressors at high rotational speeds or the
high amplitude oscillations generated at the cylinders of an internal combus-
tion engine or whistling phenomena where the acoustic amplitude grows until
it is limited by non-linear effects. For simple cases of linear wave propagation
there are analytical functions available. One example is sound propagation in
a straight duct where the sound field is known at some plane. Another exam-
ple is the free field propagation of sound from a source region to an observer.
However, when the geometry becomes more complicated, the acoustic field is
required in a larger region or flow effects on the propagation are important
numerical methods are needed. This involves the solution of either the wave
equation or some more complex set of equations, where the most common is
the linearized Euler equations (LEE), which is the linearized flow governing
equations where viscous effects have been neglected. The wave equation is
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normally only solved for very simple geometries, while LEE, and similar meth-
ods, are used to solve more general wave propagation problems. Kierkegaard
et al. (2008) e.g. used the linearized Navier-Stokes equations to simulate the
scattering of sound waves by a ducted orifice plate.

Even though it is uncommon it is possible to do direct noise computations
of linear propagation or scattering problems. This has been shown by Föller
& Polifke (2010) and Föller et al. (2010), who successfully used LES with
second order accurate numerical methods to compute the scattering by an area
expansion and a t-junction, respectively. They simulated the entire 2-port
in one simulation by using completely non-reflecting boundary conditions and
different broadband excitation signals at all boundaries. The outgoing waves
were then correlated to the different excitation signals and the two port was
obtained with a Wiener-Hopf-Inversion technique.

Sound generation is essentially a non-linear phenomena, which means that
non-linear methods are needed. Here a short summary of some methods will
be presented, but for more information see e.g. Colonius & Lele (2004). If
the acoustic field only is required in a confined small region close to the source
region direct noise computations are often performed. An area where DNC
commonly is performed is jet noise, where e.g. Bogey & Bailly (2007) per-
formed a LES of a circular jet at Mach 0.6 and 0.9 and correlated the flow
fluctuations at the jet centerline and shear layers with the radiated pressure
fluctuations. Furthermore, Gloerfelt & Lafon (2008) performed a LES of a jet
from a diaphragm in a duct. More information about DNC and its applications
can be found in e.g. Bailly et al. (2010).

If acoustic information is required at a larger distance from the source hy-
brid methods are often used. In these methods the full non-linear equations are
solved in the source region (i.e. a DNC is performed) and the result is used as
input to some linear propagation equation. This is then used to propagate the
sound to the observer and can be solved on a much coarser grid. The input to
the propagation equation can either be in the form of source terms, which are
computed in the source region and interpolated to the acoustic grid, or in the
form of a boundary condition containing the generated acoustic fluctuations
extracted from an integration surface around the source region. Using a for-
mulation based on source terms has the advantage of giving information about
the sound generation mechanisms. However it is not always possible to study
the source terms individually at different positions in space, since acoustic fluc-
tuations generated at different positions can be out of phase and cancel each
other out rather than being added together. Although it might be possible to
test which sources in which regions that have the largest impact on the result-
ing sound field. A disadvantage with using source terms is that the result is
sensitive to phase errors in the solution, since this will cause errors in the source
cancellation, which in turn can result in errors in the predicted sound levels.
Another disadvantage is that the result is sensitive to the interpolation scheme
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used to move data to the acoustic grid, as shown by e.g. Piellard & Bailly
(2010). Furthermore, numerical errors can act as sound sources. If information
about the source terms is not required the above problems can be avoided by
using an integral method, i.e. by using an integration surface around the source
region. The problem then becomes that the method is sensitive to where the
integration surface is placed, since it is important to included all sources and
that no turbulent fluctuations are interpreted as acoustic waves at the surface.
This has been observed by e.g. Gröschel et al. (2008), who found a strong sen-
sitivity to the position of the integration surface when using a hybrid methods
based on LES and FFowcs Williams and Hawkings method.

The simplest types of hybrid methods are based on acoustic analogies,
which are a rearrangement of the full flow governing equations into an equa-
tion with a wave propagation operator at the left hand side and the rest of the
terms as sources on the right hand side. The most well known acoustic analogy
is Lighthill’s equation and a more general analogy is that by Ffowcs Williams
& Hawkings (1969), Equation (3.13), see Section 3.2. The source terms in
these type of analogies represent different sound generating mechanisms, see
Section 3.2, and should therefore represent the amount of noise generated by
the different mechanisms. The downside with the acoustic analogies is that it
is the free-field wave equation that is solved, which does not include convection
and refraction effects due to a mean flow. These effects are instead incorpo-
rated in the source terms, which implies that it could be difficult to separate
the real acoustic sources from convection and refraction ”sources” and the re-
sult becomes more sensitive to numerical errors. Furthermore, the quadrupole
source term present in these acoustic analogies consists of a second derivative,
which easily yields numerical errors. Ffowcs Williams and Hawkings analogy
can however also be used as an integral method, which prevents these prob-
lems. This is a common method and it has been used by e.g. Lai & Luo (2007)
to predict the noise from flow over an open cavity. Despite their shortcomings
acoustic analogies can be useful in predicting the far-field sound and are often
used, but then normally with higher order accurate numerical methods and for
external flow problems where there is no flow outside the source region. There
are however examples of acoustic analogies being used for internal flows, where
Piellard & Bailly (2010) used Lighthill’s acoustic analogy to compute the sound
from a ducted diaphragm using data from second order accurate LES.

When it comes to the more complex hybrid methods available, LEE with
source terms is the most common. A newer method, which has become popular
but is not very tested yet, is the Acoustic Perturbation Equations (APE), which
were derived by Ewert & Schröder (2003) from the linearized Euler equations
with source terms. APE have the advantage over LEE of being hydrodynami-
cally stable. This is observed in sheared flows, where LEE can become unstable
when vortices that grow in shear layers are not damped by viscosity or non-
linearities as they physically would be. The disadvantage with APE is that it
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is developed for sound generation by vorticity and is inappropriate for other
types of sound generation. There are also other methods available that have
been proposed as corrections to LEE to avoid instable solutions, which also can
be avoided by solving the equations in the frequency domain, but this will not
be considered here. These methods have in common that they describe linear
wave propagation in a mean flow and both this mean flow and the source terms
are input to the equations. This is an improvement compared to the acous-
tic analogies, since it allows for a better separation of source mechanisms and
convection and refraction effects and the methods are less sensitive to errors
in the source data. When it comes to studying the sources themselves these
methods have also proven capable of showing the origin of the sound for some
cases. Addad et al. (2003) e.g. performed a hybrid LES - LEE simulation,
of a forward-backward facing step, which clearly showed the acoustic pressure
oscillations and their origin. Furthermore, Gröschel et al. (2008) performed a
hybrid LES-APE simulation of a jet, which clearly showed which source term
that caused the sound generation and the result proved to be better than that
computed with a FW-H integral method.

3.6. Turbocharger Acoustics

3.6.1. Passive Properties

The turbocharger damps incoming acoustic pulsations that are generated at the
engine cylinders, which are the main noise source in an IC engine. The pul-
sations are damped both by reflection and absorption of acoustic energy. The
direction of propagation of engine pulses is upstream for the compressor and
downstream for the turbine. This means that for a compressor the upstream
transmission loss (or upstream reflection and up- to downstream transmission)
is the most interesting in a practical sense. The downstream TL is however
interesting from an academical point of view. For the turbine it is the other
way around, i.e. the downstream transmission loss is the most interesting. A
number of experimental studies concerning the passive properties of the tur-
bocharger have been performed and can be found in the literature. The most
complete and accurate measurements are the recent studies by Rämmal &
Åbom (2009) and Tiikoja et al. (2010).

Earlier the response of the compressor to engine pulsations has been exper-
imentally investigated by Serrano et al. (2006). Four different turbochargers
were tested and the measurements were performed on a test rig with a four-
cylinder Diesel engine. Measurements were performed at several operating
points for each compressor. However, since the turbocharger was integrated
with an engine only the effect at the engine firing frequency was studied and
this frequency changes with the engine operating point. Furthermore, since
only one test case per operating point was possible, it was assumed that the
reflection upstream of the compressor was negligible, i.e. that there were no
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incoming waves from the upstream side. The fact that both the reflection and
transmission coefficients are lower than unity is then used as an indication that
this assumption is reasonable.

The results of Serrano et al. (2006) showed that the transmission coeffi-
cient decreases with mass flow. However the strength of this effect varied with
compressor and for some compressors with the rotational speed. Studying the
compressor maps it was concluded that the decreasing transmission with in-
creasing mass flow is due to an increase in the inclination of the map speed lines.
That is, in regions of flat speed lines the transmission is fairly independent of
mass flow, but when the inclination increases the transmission decreases. It is
further observed that the transmission is inversely scaled with the compressor
volume. The reflection coefficient seems independent of both mass flow and
rotational speed. Some variations are observed, but they seem erratic. As for
the transmission the reflection is much lower for the larger compressor.

An experimental study of the passive properties of the turbine has been
performed by Peat et al. (2006). They performed measurements on an impulse
test rig for three rotational speeds of the turbine. The speeds were 0, 28000 and
56000 rpm, where the highest is about a third of the turbine speed at practical
operating conditions. The results showed that the turbine has a non-symmetric
effect on incoming waves. The transmission coefficient shows similar frequency
dependence in both directions, with peaks at roughly the same frequencies,
but the magnitude is much higher for upstream propagating waves. For the
reflection coefficient both the magnitude and the frequency variation depend
strongly on the propagation direction. Studying the influence of the rotational
speed a dependency can be observed for very low frequencies, while it seems
to have a minimal effect at higher frequencies for the investigated speeds. For
the low frequencies the transmission decrease with increasing rotational speed,
while the reflection increase for downstream propagating waves and seems un-
affected for upstream propagating waves.

In the more resent and complete studies, Rämmal & Åbom (2009) in-
vestigated the passive properties of the compressor and Tiikoja et al. (2010)
investigated the passive properties of both the compressor and the turbine.
The investigations were performed with different turbochargers in the acoustic
turbocharger test-rig at the CICERO center, KTH. A steady flow was pro-
vided and loudspeakers were used to excite incoming waves with frequencies
up to 1600 Hz. The measurements were performed at several realistic operating
points of the turbocharger.

The results of both Rämmal & Åbom (2009) and Tiikoja et al. (2010)
showed a strong non-symmetric effect for the compressor, with lower trans-
mission loss (TL) in the downstream direction. For low frequencies (up to
around 500 Hz) the compressors were almost transparent (TL < 5 dB) in the
downstream direction, while for higher frequencies the TL started to increase.
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The downstream TL was further observed to be almost independent of oper-
ating point, with the exception of higher frequencies (above 1100 Hz) in the
measurements by Rämmal & Åbom (2009). In the upstream direction the TL
was significantly influenced by the operating point and both Rämmal & Åbom
(2009) and Tiikoja et al. (2010) concluded that the mass flow had the strongest
effect on the TL, where a higher mass-flow resulted in a higher transmission
loss. This is the same phenomena as observed by Serrano et al. (2006), where
the transmission decreased with mass flow. Furthermore, Rämmal & Åbom
(2009) reported that the TL tends to increase when the pressure ratio is in-
creased for a constant mass flow, an effect that is more clearly seen for the
upstream direction. At higher frequencies (above 800 Hz) both Rämmal &
Åbom (2009) and Tiikoja et al. (2010) found distinct peaks in the upstream
TL. The source of these peaks has still not been found and their characteristics
were different in the two measurements. Rämmal & Åbom (2009) mainly found
peaks for the low mass flow operating points and there were often two peaks
in the spectra. The frequency at which the first peak occurred tended to be at
lower frequencies for higher mass flows, while the pressure ratio seemed to have
a significant influence on the peak levels. The measurements by Tiikoja et al.
(2010) showed one peak in the TL, which like in the measurements by Rämmal
& Åbom (2009), was at a lower frequency for higher mass flows. However, in
the measurements by Tiikoja et al. (2010) the peaks seemed to be significantly
stronger for operating points close to the choke line.

Tiikoja et al. (2010) also performed measurements of the transmission loss
of the turbine, where the inlet temperature was limited to around 100∘C. As
for the compressor, the upstream TL was dependent on the mass flow, while
the downstream TL was almost independent of operating point. The level of
the downstream TL was however significantly higher for the turbine than for
the compressor and no peaks were found in the upstream transmission loss (for
the studied frequencies), except for in the no flow case.

3.6.2. Compressor Sound Generation

Not much research has been performed within the field of centrifugal compres-
sor acoustics and much of the theory and ideas of the sound generating mech-
anisms come from the study of axial machines, which is much more compre-
hensive. In their overview of turbocharger acoustics Rämmal & Åbom (2007)
include a summary of the aerodynamic sound generating mechanisms in rotat-
ing machines. Raitor & Neise (2008) have performed an experimental study of
the dominating sound generating mechanisms in larger centrifugal compressors
(with an impeller leading edge diameter of 156 mm) and the radiated sound
field up- and downstream of the compressor. An example of the sound spec-
tra at the compressor inlet can be seen in Figure 3.2 for different rotational
speeds. However, to the author’s knowledge no study has been performed with
the smaller type of centrifugal compressors that are used in cars or trucks.
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Figure 3.2. Pressure spectra of sound radiated in the up-
stream direction from a centrifugal compressor. Reprinted
from Raitor & Neise (2008), with permission from Elsevier.

The aerodynamic sources in a rotating fluid machine have different strengths
and importance depending on the operating point. Different source mechanisms
will further excite specific acoustic modes, so the radiated sound will not only
depend on the source strength, but also on the cut on frequencies of the up-
and downstream ducts. In general it can be said that the generation of tur-
bulent noise is very weak compared to other sound sources. Furthermore, the
blade pressure is an important sound generating mechanism and there are sev-
eral flow phenomena that can contribute to this and act as sound sources. A
summary of the sound generating mechanisms in a turbocharger compressor is
listed below, where the different contributions to the noise spectra can be seen
in Figure 3.2. This is followed by a discussion of the different mechanisms. The
discussion is mainly based on the summary of Rämmal & Åbom (2007) and
the experimental results of Raitor & Neise (2008).

∙ Buzz-saw noise is seen as harmonics of the rotation frequency for super-
sonic rotor speeds.

– At supersonic rotor speeds there are steady, in the rotor frame of
reference, shock waves attached to the blades and they generate
the buzz-saw noise.
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– The pressure signature of the shocks propagates upstream and
buzz-saw noise is therefore mainly seen at the upstream side.

– Close to the rotor most energy is in the blade passing frequency
harmonics, but as the high amplitude sawtooth shaped wave prop-
agates upstream energy is redistributed between the harmonics
and dissipated by non-linear effects. So further upstream the en-
ergy is more evenly spread between the rotor harmonics.

∙ Blade passing frequency tones and their harmonics (BPF) can be seen
for most rotational speeds and they increase in amplitude with the ro-
tational speed.

– A non-uniform stationary inflow will give rise to these tones at all
speeds. Due to the experimental set up of Raitor & Neise (2008),
with a straight inlet duct, the inflow is however expected to be
quiet uniform, which could explain the low amplitudes for low
rotor speeds in Figure 3.2.

– The rotation of the rotor steady pressure field will generate BPF
tones (mainly at the upstream side). It is however cut off at
subsonic rotor speeds and will therefore only radiate noise at su-
personic rotor speeds. At these speeds the rotor locked flow field
will consist of shock waves attached to the blades in addition to
the steady blade pressures. The relative effect of these sources
has not been shown, but the author assumes that the former,
which generates the so called buzz-saw noise described above, is
the stronger source, since the measurements in Figure 3.2 are per-
formed rather close to the rotor and the latter is assumed to be
week.

– Rotor-stator interaction generates BPF tones at all rotor speeds.
This is however only important for compressors with vaned dif-
fusers and on the outlet side.

∙ Tip clearance noise (TCN) is a broadband noise that is most important
at low flow rates and not to high (subsonic) rotational speeds.

– The generation is due to the interaction between blade tip vortices
and the subsequent blades.

– The strength increases with increasing tip clearance.
∙ Rotating instability (RI) is a flow phenomenon that generates a narrow
band with larger amplitude in the noise spectra below blade passing
frequency.

– The rotating instability is only observed at low flow rates and it
is debated whether it really is a rotating stall, known from axial
machines, that is observed.

– It appears at the blade tips and can therefore also be called tip
clearance noise.
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– The sound generation is due to the interaction between the ro-
tating instability, which rotates relative to the rotor in the blade
tip region, and the rotor blades.

– The generated sound is radiated in both the up- and downstream
directions. However if the compressor has a vaned diffuser it is
efficiently damped in the downstream direction.

∙ Surge noise appears at very low mass flow rates when the compressor
operation becomes unstable and the flow is governed by high amplitude
pulsations.

Buzz-Saw Noise
Turbochargers rotate at very speeds and it is common with supersonic blade
tip speeds. At these high rotational speeds there will be shock waves attached
to the blades and they generate noise at harmonics of the rotation frequency.
This noise, which normally is referred to as buzz-saw noise, became a problem
in the 1970’s when the modern high-bypass-ratio turbofan engines, which can
operate at supersonic blade tip speeds, were developed.

Buzz-saw tones can, at high rotational speeds, be observed in Figure 3.2.
As expected the buzz-saw tones start to appear when the leading edge tip
diameter becomes supersonic (around 41.000 rpm) and the level of the tones
increase with impeller speed. Due to the mechanism for generating buzz-saw
noise, which will be described below, noise is only efficiently radiated in the
upstream direction. The downstream noise measurements by Raitor & Neise
(2008) showed that buzz-saw tones also are present at the downstream side for
very high speeds, but only below blade passing frequency and with substantially
lower levels.

McAlpine & Fisher (2001) and McAlpine et al. (2006) have performed
investigations of the buzz-saw noise radiation from an axial fan. This included
an extensive description of the sound generating and radiating mechanisms,
which will be summarized below.

The principal source of buzz-saw noise is the rotor alone pressure field,
which is steady in the rotor frame of reference. At supersonic tip speeds this
pressure field is dominated by shock and expansion waves that extend upstream
of the fan. The shocks are located at or close to the leading edge of the blades,
while the expansion waves are attached to the blades, see Figure 3.3 for a
two-dimensional model.

Shortly upstream of the blades, in the shock normal direction, the pressure
signature resembles a sawtooth (or N-wave). In the case of an ideal fan, i.e.
identical blades in a uniform flow, the sawtooth waveform will be regular. This
means that the frequency spectra will consist of harmonics of the blade passing
frequency. Further assuming weak shocks, all shocks propagate upstream at
the undisturbed speed of sound relative to the incoming fluid, so the regular
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Figure 3.3. Shock and expansion waves attached to fan
blades at supersonic blade tip speeds. Reprinted from
McAlpine & Fisher (2001), with permission from Elsevier.

sawtooth shape is conserved and the radiated noise will consist of harmonics
of the blade passing frequency. In reality no fan is perfect and there will be
deviations in the shape of and distance between the blades. This results in an
irregular sawtooth pressure signature, with features that repeat themselves only
ones per fan revolution. Harmonics of the rotation frequency are then excited,
even though the blade passing frequency harmonics are stronger. However, the
shocks will propagate upstream at slightly different speeds and as the sawtooth
propagate upstream along its helical path the blade to blade periodicity in the
shape will be less pronounced. This gives a reduction in the amplitude of the
blade passing frequency harmonics. At the same time non-linear effects will
redistribute energy between the harmonics and attenuate the high amplitude
sawtooth pressure wave, mainly at higher harmonics. An example of how an
irregular sawtooth pressure wave is affected by the described mechanisms as it
propagates a distance upstream in a duct can be seen in Figure 3.4.

The rotor alone pressure field can be described as a superposition of spin-
ning duct modes, which will be steady in the rotor frame of reference. Accord-
ing to McAlpine & Fisher (2001) this results in modes that have a dependent
frequency (-) and azimuthal ($) wavenumber, where for each rotational fre-
quency harmonic the azimuthal wavenumber is equal to the order of the har-
monic. McAlpine & Fisher (2001) further states that the radial modes of order
≥ 2 usually are cut-off at the operating points of an aero-engine fan and for
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Figure 3.4. Example of a buzz-saw noise signature. a)
dashed line: pressure waveform close to fan, solid line: pressure
waveform at the end of the inlet duct. b) Energy distribution
among rotation harmonics (EO) close to the fan (white bars)
and at the end of the inlet duct (red bars), for a ten bladed
fan. Reprinted from McAlpine et al. (2006), with permission
from Elsevier.

the low order harmonics the first radial mode is also frequently cut-off. It is
therefore assumed that the radial modes can be neglected when buzz-saw noise
is studied.

Raitor & Neise (2008) studied the azimuthal mode decomposition of the
buzz-saw harmonics four, five and six and found that it agreed well with the
above theory of mode - harmonic order dependence. They also found that for
the 50 000 rpm case the first four harmonics consist of modes that are below
the cut on frequency of the inlet duct, which can explain why the fifth harmonic
is the strongest, see Figure 3.2. This is even more apparent when the pressure
is measured further upstream in the duct.

It should be noted that when the rpm increases there will be supersonic
speeds over larger parts of the blade span, which is anticipated to give signif-
icant three-dimensional effects, making the above 2D description of the rotor
alone pressure field less realistic. Furthermore, there can be cut-on of the first
radial modes at very high speeds.
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Blade Passing Frequency Tones
There are several phenomena in a rotating fluid machine that can generate
noise at the blade passing frequency and its harmonics. Except for the buzz-
saw tones described above, all these phenomena have in common that they
generate sound by influencing surface forces. The blade passing frequency
(BPF) is defined as the rotation frequency times the number of rotor blades.

The rotation of the, in the rotor coordinate system, steady blade pres-
sure field will give rise to a so called Gutin noise, which also is referred to
as rotor alone tonal noise. This noise is most important for high rotational
speeds and steady uniform inflows. It can however be difficult to distinguish
this source from the buzz-saw noise. In applications there are normally inflow
disturbances and this is the most important contribution to time varying blade
pressures. When the blades rotate with high velocity through a non-uniform
stationary flow field they will experience strong periodic pressure fluctuations
and a tonal noise at harmonics of the blade passing frequency is generated.
Another mechanism that generates BPF noise is rotor stator interactions.

Tyler & Sofrin (1962) developed a famous relationship for the acoustic
azimuthal mode orders generated by rotor stator interaction:

$8&9 = CL − 9M (3.29)

where L and M are the number of rotor and stator blades, C is the order of
the blade passing frequency harmonic and 9 = ...,−2,−1, 0, 1, 2, .... In the case
of a vaneless diffuser it is possible to set M = 0 and the above equation gives
the modes generated by the rotor steady pressure field: $8 = CL. This is the
same azimuthal modes as the ones predicted to be radiated as buzz-saw noise
at the same frequencies for supersonic blade tip speeds, which intuitively also
should be the case since both sources are due to rotation of the rotor locked
pressure field.

Tyler & Sofrin (1962) further studied the cut on of the modes generated
by the rotor alone pressure field. They came to the conclusion that the BPF
harmonics were cut on first at certain blade tip Mach numbers, which always
are above one, but decrease with increasing number of blades and harmonic
order. This means that for subsonic rotor speeds the rotor alone pressure
field is cut off and decays exponentially as it propagates away from the rotor.
However, in the case of sound generation by interaction between the blades and
a non-uniform inflow other modes will also be generated, as stated by McAlpine
et al. (2006), and they might be cut on and radiate BPF noise also at subsonic
rotor speeds.

Raitor & Neise (2008) used the above theory together with measurements
up- and downstream of three compressors, one with a vaned and two with
vaneless diffusers, to estimate the contribution of the different sources to the
radiated tones. Here it should be noted that the measurements were performed
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on a test bench with a straight inlet duct, where non-uniform stationary inflow
disturbances should be small. In reality turbochargers are mounted in duct
systems, where other components (e.g. pipe bends) cause a non-uniform inflow.
This is expected to increase the level of the blade passing frequency tones.

By decomposing the upstream blade passing frequency tones into their
azimuthal mode spectra Raitor & Neise (2008) observed that for high rotational
speeds the dominating mode was predicted by Equation 3.29 without guide
vanes, both for the case of a vaned and a vaneless diffuser. For lower speeds
the modes predicted by Equation (3.29) without guide vanes are cut off and
the measurements of Raitor & Neise (2008) indicate that most of the energy is
in the lower order modes that are not cut off. This implies that for high speeds
the upstream radiated tones are mainly generated by the rotor locked pressure
field and not by interference between the rotor and the surrounding flow field or
rotor-stator interaction. However, it cannot be concluded how much of the rotor
alone tonal noise that is buzz-saw noise, i.e. that is generated by the rotating
shock waves that are attached to the blades at these speeds, especially since
the measurements are performed close to the rotor where the BPF component
of the buzz-saw noise still might be the strongest, as described above. For
lower, subsonic rotor speeds the main noise source should be the interaction of
the rotating blades with non-uniform stationary inflow disturbances, since the
dominating mode generated by the rotor-locked pressure field is cut off.

The measurements by Raitor & Neise (2008) showed that adding guide
vanes to the diffuser significantly increased the level of the downstream tones,
especially at lower rotational speeds where they became stronger than at the
upstream side. This implies that the rotor-stator interaction noise mainly prop-
agates in the downstream direction and it is generated by interaction between
the rotor and the guide vanes in the stator, so it is less important for compres-
sors with vaneless diffusers. Furthermore, it was observed that adding guide
vanes to the diffuser raised the overall sound pressure level with about 3.5 dB
on average.

Tip Clearance Noise
Tip clearance noise refers to the sound produced by the unsteady flow around
the blade tips. It can give a significant contribution to the broadband noise
level, but can also give a drastic increase of the radiated sound within almost
narrow frequency bands. The tip clearance flow is driven by the pressure dif-
ference between the pressure and suction sides of the blade. An important
feature of this flow is a vortex that is formed at the tip of each blade and then
is convected downstream with the mean flow.

If the blade tip vortex interacts with the subsequent blade a broadband
noise is generated. To investigate this phenomenon Fukano & Jang (2004)
performed hot wire measurements, using a rotating hot-wire, of the relative
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velocity and velocity fluctuations close to the blade tips of an axial fan. They
observed that for high flow rates the tip vortex was convected downstream
without interfering with the next blade, but as the flow rate was decreased the
vortex was convected in a more circumferential direction. When the flow rate
had become significantly lower than the design flow rate the blade tip vortex
started interfering with the next blade, giving significantly increased broadband
noise levels. Decreasing the flow rate further resulted in larger movements of
the tip vortex and thereby a further increase of the broadband noise level.

Fukano & Jang (2004) also studied the influence of tip clearance on the
sound generation and the tip vortex. They came to the conclusion that in-
creasing the tip clearance result in increased broadband noise levels, due to the
generation of a larger vortical flow with higher velocity fluctuation levels. This
increase of the broadband noise level with increased tip clearance is in good
agreement with other studies, see e.g. Kameier & Neise (1997).

Rotating Instability Noise
At lower mass flows an almost narrow band hump can be observed in the
noise frequency spectra below blade passing frequency. This hump is for low
rotational speeds clearly visible in Figure 3.2, of the centrifugal compressor
noise measurements by Raitor & Neise (2008). The source of this noise is
believed to be a flow phenomena termed rotating instability (RI), which is
thought to be present at the blade tips under these operating conditions. Since
the source comes from a phenomena present at the blade tips this noise has
been called tip clearance noise, but to avoid confusion it has here been chosen
to call it rotating instability noise.

It should be noted we use the term rotating instability (RI) even though
the phenomenon is quite similar to that of rotating stall (RS), which is a known
flow effect occurring at low flow rates in axial compressors, see the discussion by
Cumpsty of the paper by Mailach et al. (2001). The reason for using the term
RI is that it is assumed to differ from RS in the way that the latter is a steady
flow field within its own frame of reference, while the RI is an unsteady rotating
source mechanism, as indicated by measurements in axial machines by e.g.
Kameier & Neise (1997) and Mailach et al. (2001). Furthermore, Kameier &
Neise (1997) claim to have observed both RI and RS in the same measurement,
where the latter appeared as discrete very low frequency tones when the flow
rate was decreased to very low levels and the fan operation became unstable.
However, the low frequency peak in the spectra at an unsteady operating point
could also indicate surge.

Kameier & Neise (1997) studied the appearance of this narrow band noise
increase in an axial compressor. They found that it is always accompanied by
an almost narrow band amplitude increase in the blade and casing wall pres-
sure spectra close to the blade tips. This amplitude increase is mainly seen
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Figure 3.5. Pressure spectra at the casing wall showing ro-
tating instability (RI) and the corresponding noise spectra
in the inlet duct showing the generated tip clearance noise
(TCN). Reprinted from Raitor & Neise (2008), with permis-
sion from Elsevier.

below blade passing frequency and often has superimposed peaks of constant
frequency spacing, see Figure 3.5. This effect was ascribed to the phenomena of
rotating instability. Just as the broadband tip clearance noise this phenomena
is strongly dependent on tip clearance and flow rate. Kameier & Neise (1997)
could only observe rotating instability in axial compressors for large tip clear-
ances and lower flow rates. This effect was also seen by Mailach et al. (2001),
who studied the effect of the tip vortex on rotating instability.

From their measurements of the pressure spectra at the casing wall and
the blades Kameier & Neise (1997) came to the conclusion that the rotating
instability can be interpreted as an unsteady source or vortex mechanism which
rotates relative to the rotor at about half the impeller speed and interacts with
the blades, thus generating narrow band noise. Kameier & Neise (1997) further
concluded that rotating instability only occurs in combination with reversed
flow conditions in the tip clearance gap and they came with the following
explanation. When the flow rate is low enough the reversed flow can become
strong enough to eliminate the axial component of the main flow near the blade
tips. The oncoming flow as seen by the blade tip then only has an azimuthal
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component. As a result the tip vortex move in the circumferential direction
and if the wavelength of the shed vortex matches the blade spacing a strong
interaction between the vortex separation on individual blades occur, resulting
in a drastic increased noise radiation.

Mailach et al. (2001) studied the generation of rotating instability, using
unsteady pressure measurements and 2D-LDA measurements in the blade tip
region of the third stage of a four stage axial compressor, and they presented a
similar explanation to that of Kameier & Neise (1997). At large tip clearances
and low flow rates a strong blade tip vortex is formed at leading edge of blade
1. This vortex has a large reversed flow field that affects the flow in the front
region of blade 2, moving the vortex generation at that blade further down on
the blade, resulting in a much weaker vortex that does not influence blade 3.
A new strong vortex, interfering with blade 4, is then formed at blade 3. This
way the fluctuating blade tip vortices propagate around the rotor against the
rotor turning direction at just over half the rotor velocity.

The circumferential distribution of this rotating instability source is not
uniform and can be represented by a superposition of spatial Fourier compo-
nents similar to the higher order azimuthal (acoustic) modes in circular ducts.
Mailach et al. (2001) states that dominating mode orders of RI of about 1/3
up to the twice the number of rotor blades have been observed. This gives
a circumferential wavelength of the disturbance of about 0.5 to 3 times the
rotor blade pitch. In their own measurements Mailach et al. (2001) found the
dominating mode order to be almost half of the number of blades (63), while
Kameier & Neise (1997) found the dominating mode order to be approximately
equal to the number of blades (24) in their experiment. This difference in the
wavelength of the disturbance found can also be seen in their descriptions of
the rotating instability phenomena summarized above.

Kameier & Neise (1997) assumes that the interaction of the rotating insta-
bility with the blade cascade is similar to the interaction between two rotors.
The mode numbers and angular frequencies generated by two rotors of differ-
ent angular speed and number of blades can be determined from the theory
proposed by Holste & Neise (1997). This theory is based on the formula of
Tyler & Sofrin (1962) for the interaction of a stator and a rotor, see Equation
(3.29), and on introducing a coordinate system rotating with the second rotor.
The azimuthal modes and frequencies generated are:

$ = ℎ171 − ℎ272

/ = ℎ171Ω1 − ℎ272Ω2
ℎ1, ℎ2 = ...,−1, 0, 1, ..., (3.30)

where the subscripts 1 and 2 stands for the two rotors, 7 is the number of
blades, Ω is the rotor angular speeds and ℎ is the harmonic number. Counter
rotation is accounted for by opposite sign of the two speeds.



3.6. TURBOCHARGER ACOUSTICS 37

When the theory is applied to the interaction of the rotating instability
with the rotor 7 is interpreted as the dominating azimuthal mode order :8:

of the rotating instability and Ω is the angular speed of the rotating instability
in a fixed coordinate system. This result in the following equations for the
generated modes and frequencies, where the subscripts have been changed to
! for rotor and !N for rotating instability:

$ = ℎ87 − ℎ8::8:

/ = ℎ87Ω8 − ℎ8::8:Ω8:
ℎ8, ℎ8: = ...,−1, 0, 1, ..., (3.31)

In the above equation it is possible to identify the following relations: 7Ω8 =
/;<= and :8:Ω8: = /8: , which gives the following estimation of the gener-
ated frequency by the interaction of the first harmonics (ℎ8 = ℎ8: = 1):

-7>? = -;<= − -8: (3.32)

Where all frequencies are with respect to a fixed coordinate system. It should
be noted that studying the rotating instability spectra, each peak superimposed
on the narrow band amplitude increase can be identified as a mode order :8:

and the spacing between the peaks then is the angular speed of the rotating
instability (Ω8:).

Kameier & Neise (1997) and Raitor & Neise (2008) compared their results
from the measurements on an axial respectively centrifugal compressor with the
above theory. The generated noise and the pressure fluctuations close to the
blade tips matched the theory above in terms of the frequency relation, Equa-
tion (3.32), the generated mode orders and the angular velocity of the rotating
instability. Due to this agreement with theory they came to the conclusion
that the narrow band noise observed really is due to a rotating instability.

Raitor & Neise (2008) further studied the radiation of RI noise in the up-
and downstream direction. They came to the conclusion that it is radiated in
both directions, but if the compressor has a vaned diffuser it becomes very low
at the outlet side.

Surge
As the mass flow is reduced to low levels the flow becomes unstable and the
compressor goes into surge. The phenomena of surge is explained in Section
2.2.1 above. At such operating points the flow is dominated by very high pul-
sations at low frequency and it can be observed as strong peaks in the sound
spectra far below the rotation frequency.

Broadband Noise
A non-stationary (turbulent) inflow will result in more random blade pressure
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Figure 3.6. A ducted orifice plate, where the grey lines show
the vena-contracta effect.

variations and thereby a broadband noise. The unsteady flow, which can con-
sist of vortices, flow separations and turbulence, can also contribute to the
broadband noise level. An example of this is the broadband tip clearance noise
which increases with tip clearance and decreased flow rate as described above.

Raitor & Neise (2008) further observes that the broadband noise level de-
creases faster with frequency in the outlet duct, an effect that starts after the
first BPF. However for the highest rpm the outlet broadband noise level is still
higher until 28 kHz.

3.7. Acoustics of a Ducted Orifice Plate

The geometry studied is an induct plate with a circular orifice at the centre,
see Figure 3.6. When there is flow through the duct an unsteady jet is formed
downstream of the plate and there is vortex shedding from the orifice edges.
The smallest diameter of the jet (vena contracta) is smaller than that of the
orifice, which is referred to as the vena-contracta effect, shown in Figure 3.6.
The origin of this effect is flow separation at the leading edge of the orifice
plate and the strength of it will therefore depend on the shape of the orifice,
e.g. how sharp the edges are, where sharper edges give a stronger effect.

3.7.1. Passive Properties

When an acoustic wave impinges on an orifice plate it is partly reflected and
partly transmitted through the orifice. At the same time some of the acoustic
energy is absorbed as it is converted to vorticity, which is created at the orifice
edges due to the acoustic fluctuations. In the linear no-flow case there are
only small amounts of vorticity created and this vorticity will stay in a thin
boundary layer next to the plate inside the orifice. When the acoustic amplitude
is increased and the problem becomes non-linear the absorption of acoustic
energy increases, as subsequent vortex shedding starts to appear at the orifice
edges. The shed vortices are then transported away from the orifice with the
acoustic velocity before they are dissipated. For more information about the
acoustic non-linearities of orifices, see e.g Ingard & Ising (1967). When flow is
introduced in the duct the generated vorticity will be convected downstream
with the flow and acoustically induced vortex shedding can be observed at the
upstream edge also in the linear case.
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To improve the understanding of the effect induct orifices have on incoming
sound waves Leung et al. (2005) performed a 2D DNS study of the non-linear
no flow case. By studying a single frequency they found the following cycle for
the interaction between the sound wave and the orifice plate: At time zero a
local upstream flow is created in the orifice and it generates a puff of vorticity
at the upstream side of the orifice lip. At time %/4 (where T is one period of
the wave) the vorticity puff takes its maximum strength. At time %/2 the flow
through the orifice changes direction, the puff is completely shed as a vortex
and a new puff is generated at the downstream side. A shed vortex is only
convected a short distance before it is dissipated. Due to this the pressure
field is only affected by the vortex shedding in the vicinity of the orifice. The
vorticity production becomes weaker with higher frequencies. Larger orifice
sizes also give weaker vorticity production, since the local velocity fluctuations
are smaller.

The amplitude at which the scattering becomes non-linear depends on the
mean flow rate. In general significant non-linear effects are said to appear when
the amplitude of the acoustic velocity fluctuations is around 10 % of the mean
velocity. Testud et al. (2009) e.g. reported seeing non-linear effects when the
root mean square of the acoustic velocity fluctuations exceeded 10 % of the
mean velocity (during measurements at low Mach numbers).

The effect of flow and acoustic amplitude on the reflection by an induct
(6 mm thick) orifice plate has been studied experimentally by Rupp et al.
(2010) for one frequency. Their results showed that the amplitude where the
absorption process became non-linear increased significantly when flow was
introduced and then increased successively as the flow rate was increased. The
reflection also increased as the flow rate was increased. However, the results
with flow showed no trend of approaching the no-flow characteristics as the
flow rate was decreased. This could be due to the flow rate not being reduced
enough for the flow to be laminar through the orifice, which would be required
to get a uniform transition when flow is introduced.

Rupp et al. (2010) also performed a visualization of the acoustic part of the
flow for a non-linear no-flow case and a linear case with flow. The visualization
consisted of a Proper Orthogonal Decomposition (POD) of PIV measurements.
The POD modes containing most of the energy at the excitation frequency were
put together to represent the acoustic part of the field. The result for the non-
linear, no-flow case showed the same phenomena as observed by Leung et al.
(2005) in their 2D DNS. A vortex ring was generated at the orifice at the start of
each period and it was then convected away from the plate by the acoustically
induced velocity. For the linear case with flow vorticity production could still
be observed at the initial part of the acoustic period, but no convected vortex
structures could be observed. This result was interpreted as a confirmation that
linear absorption is characterized by a cylindrical vorticity layer surrounding
the aperture.
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In the plane wave frequency range quasi-steady models have been proposed
for the passive acoustic properties of thin ducted orifice plates. Here two models
will be described, where the scattering is related to the Mach number and the
vena-contracta coefficient, i.e. the jet area over the orifice area. The models
have been presented in combination with measurements in Allam & Åbom
(2005) and Durrieu et al. (2001).

Allam & Åbom (2005) suggests a model for low Mach numbers that is
based on incompressible theory. Only the real part of the scattering matrix is
considered and it becomes a frequency independent function of the inlet Mach
number (@) and the pressure loss coefficient (A@ = Δ&/( 12=?

2), where Δ& is
the pressure drop over the plate and = and ? are the inlet density respectively
velocity):

S =
1

2 +@A@

(
@A@ 2
2 @A@

)
(3.33)

The pressure loss coefficient can be found in handbooks for different geometries,
but in this case it is related to the vena-contracta coefficient, which is assumed
to be independent of Mach number. Equation 3.33 shows that theoretically the
scattering matrix is symmetric for low Mach numbers and that the reflection
increases while the transmission decreases when the Mach number is increased.
The result for the upstream reflection and the down- to upstream transmission
at Mach numbers 0.036 and 0.055 and the upstream reflection and the up-
to downstream transmission at Mach number 0.081 have been compared to
measurements with good results for the lower frequencies.

The measurements performed by Allam & Åbom (2005) to validate the
theory described above were done with a thin orifice plate (2 mm), with sharp
edges and an area contraction ratio of 0.28. The measurements were performed
for three inlet (mean) flow speeds, @ = 0.036, @ = 0.055 and @ = 0.081. The
results shown (which only were for the real part of the elements) were frequency
independent up to at least 1500 Hz and showed the Mach number dependence
expected from theory. The data from these measurements has been used to
validate the simulations performed in this work.

Linear 2D simulations of the scattering have been performed by Kierkegaard
et al. (2008), for the geometry used in the measurements by Allam & Åbom
(2005), at the inlet Mach number of 0.055. The linearized Navier-Stokes equa-
tions were solved in the frequency domain assuming an isentropic relation be-
tween pressure and density and using a mean flow field from a DNS. The
two-dimensionality was compensated for by setting the diameter of the orifice
to match the area contraction ratio of the physical geometry. Furthermore,
the Helmholtz number was normalized with the Helmholtz number of the duct
cut on frequency for higher order modes. The result was compared to the
measurements with good agreement.
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When it comes to the Mach number dependent scattering by an orifice
Durrieu et al. (2001) have presented a theory, in combination of measurements,
for the low frequency response of circular and slit orifices. Just as in the theory
by Allam & Åbom (2005) the scattering is frequency independent. The large
difference is that the vena contracta is allowed to be a function of the jet
Mach number. The theory, using either a Mach dependent or constant (Mach
independent) vena-contracta coefficient, for the amplitude of the scattering at
slits was compared to an incompressible theory and measurements for inlet
Mach numbers up to 0.15. All theories produced good results for the low
Mach numbers, but as the Mach number was increased first the incompressible
theory and then the theory with a constant vena-contracta coefficient started
to deviate from the measurements, which showed a strong dependence on Mach
number. The inlet Mach number dependence, and thereby also the deviation
between the theories, became stronger when the open area ratio was decreased,
i.e. for narrower slits, due to the higher jet Mach number. The trend shown by
changing the Mach number was however the same as for the low Mach number
approximation by Allam & Åbom (2005), where an increased Mach number
resulted in an increased reflection and a decreased transmission.

For thicker plates the theory will become more complicated, since the scat-
tering can depend on frequency. For most frequencies and flow configurations
there will be an absorption of sound by vorticity production as described above,
but for some special cases (with flow) there can be a net increase in acoustic
energy. The exact phenomenon behind this effect is not known, but the gen-
eral idea is that the vortices generated by the acoustic wave are amplified by
extracting energy from the mean flow and then interact with the plate further
downstream, e.g. at the downstream edge, generating more acoustic energy
than originally absorbed by the vorticity. The generated sound will automat-
ically have the same frequency as the incoming sound, but for a net amplifi-
cation of acoustic energy it has to interfere constructively with the incoming
wave. Furthermore, whistling can occur if the frequency of the amplified wave
corresponds to a resonance in the system so a feedback loop is generated, where
the amplitude increases up to very high levels where it is damped by non-linear
effects.

The whistling potential of the orifice plate is a linear phenomena that can
be investigated by studying the instability frequencies, where there is a net
amplification of acoustic energy. Since the amplification of acoustic energy is
a linear phenomenon it is possible to simulate with linear methods, as shown
by Kierkegaard et al. (2010). They used a linearized Navier-Stokes solver to
simulate the whistling potential of a thick orifice, with good results compared
to measurements by Testud et al. (2009).

The measurements of the instability frequencies performed by Testud et al.
(2009) were done for 10 sharp edged orifice plates, with different thicknesses
and area contraction ratios. The results showed that, for higher Reynolds
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numbers (where the pipe flow is expected to be fully turbulent), there was a
maximum whistling potential for Strouhal numbers around 0.2-0.3, based on
the plate thickness and the orifice jet velocity. For lower Reynolds numbers, the
Strouhal number for the instability frequencies was increased. The instability
frequencies were also shown to have a dependence on the area contraction ratio
of the orifice. Furthermore, for the thicker orifices two frequency regions with
whistling potential were found.

Due to non-linear effects as the amplitude grows in the feedback loop, it
is not obvious that the whistling frequency matches the instability frequencies
found in the linear case. Furthermore, there must be reflections at the duct ends
to obtain a feedback system. To investigate this Testud et al. (2009) performed
measurements of the whistling and compared the result to theory based on
the frequency instability regions and the reflections at the duct ends. The
result showed that the theoretical frequency agrees with the actual whistling
frequency within the measurement uncertainty, confirming the validity of the
model. To achieve whistling the model then states that there must be significant
reflections at the end of both the inlet and the outlet ducts.

3.7.2. Sound Generation

There are several mechanisms that can generate sound when the fluid flowing in
a duct passes an orifice. Vortices shed from the orifice edges and the unsteady
downstream separation act as dipole sound sources when they interact with
the plate. The interaction between the unsteady jet and the duct wall will
however not radiate any low frequency plane waves along the duct, since the
force is orthogonal to the only possible propagation direction for the wave.
The jet itself and the large fluctuations as the jet breaks down will on the
other hand act as quadrupole sources, which can become significant at higher
Mach numbers. When the jet Mach number exceeds unity there will also be
shock waves present in the jet and they act as monopole sound sources.

Allam & Åbom (2005) measured the radiated sound as well as the scat-
tering from the thin circular orifice mentioned above. The source spectra was
measured for three inlet Mach numbers, the highest being 0.1. The spectrum
was then scaled using a scaling law based on the assumption that the sound
was generated by pressure fluctuations at the plate, which therefore could be
seen as a compact dipole. The resulting scaled source spectra collapsed well
for the different Mach numbers when it was plotted as a function of Strouhal
number, implying that the dipole force at the plate was the main noise source.
The results further showed that more noise was radiated in the downstream
direction, which can be expected since most of the unsteady flow is at this side
of the plate.

Kierkegaard & Efraimsson (2007) performed a 2D DNS on a thin ducted
orifice plate with a peak Mach number of 0.1 and extracted the generated
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sound. The result showed that the generated sound was broadband at Strouhal
numbers above 0.1. However at lower frequencies there were large discrepancies
in the result due to the large vortex structures in the flow field.

Gloerfelt & Lafon (2008) performed a LES to study the noise generated by
low Mach number flow through a slit shaped diaphragm in a square duct. A
broad peak was found in the noise spectra at Strouhal numbers 0.26 - 0.51. The
peak was further found to be correlated to the coherent jet-column structures
and their deformation and acceleration, leading to the conclusion that the
main source mechanism was the breakdown of these structures before the jet
reattached to the wall.

Under special conditions the flow through the orifice can generate a strong
tonal noise. This noise is due to whistling, which also is mentioned at the
end of the previous section. It is mainly important for thick plates, since
the whistling frequency increases when the plate thickness decreases, leading
to very high theoretical frequencies for thin plates. The whistling is believed
to be generated by the flow and resonances in the system in the following
way. When the air flows through the orifice vortices are shed at the upstream
edge. These vortices interact with the plate further downstream, possibly at
the downstream orifice edge, and an acoustic pulse is triggered. If this pulse
is reflected at boundaries of the system so that it reaches the upstream edge
in or close to in phase with the shedding of a new vortex the shedding is
triggered and strengthened. This way a feedback mechanism with a periodic
vortex shedding that triggers acoustic pulses, which feeds energy into a duct
resonance, is established, resulting in a high tonal noise. The mechanism only
occurs at certain flow speeds compared to the plate thickness, which as shown
by Testud et al. (2009) is for Strouhal numbers around 0.25, see the discussion
at the end of the Section 3.7.1.



CHAPTER 4

3D Models and Methods

In the work presented here Direct Noise Computations (DNC) have been per-
formed. The reason for using DNC is that the aim of the project is to find
methods appropriate for the acoustic analysis of turbochargers, where non-
linear effects can be an issue both for the generation and scattering of sound.
Furthermore, the sound is assumed to be radiated into straight ducts, so the
generated sound can be extracted fairly close to the source (if it has reached
linear levels) and then be propagated analytically.

4.1. Governing Equations

The equations governing the flow, including the acoustics, are the compressible
equations for conservation of mass, momentum and energy, also called the
compressible Navier-Stokes equations, together with an equation of state. A
derivation of the conservation equations on different forms can be found in e.g.
Anderson (1995). In conservation form the equations are:

∂=

∂)
+

∂(=I')

∂,'
= 0 (4.1)

∂(=I')

∂)
+

∂(=I'I0)

∂,0
= − ∂&

∂,'
+

∂G'0

∂,0
+ -' (4.2)

∂

∂)
[=(1+ 1

2I
2)] +

∂

∂,'
[=I'(1+

1
2I

2)] = −∂(&I')

∂,'
+

∂(G'0I0)

∂,'
− ∂O'

∂,'
+ -'I'

(4.3)

where = is the density, I' is the velocity component in B-direction, 1 is the
internal energy per unit mass, & is the static pressure, G'0 is the viscous stress
tensor, -' is a possible external force field (per unit volume) acting on the fluid
(e.g. gravity) and O' is the heat flux.

In order to close the conservation equations an equation of state is needed.
Assuming that air is an ideal gas, we use:

& = =!% (4.4)
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where ! is the specific gas constant and % is the temperature. The air is
further assumed to be calorically perfect, i.e. the temperature is low enough
so that the vibrational and electronic modes of the molecules are not excited.
The internal energy will then be proportional to the temperature and is related
to the pressure, velocity and density through the following equation:

& = (P − 1)

(
=1+

=>2

6

)
(4.5)

where P is the ratio of specific heats at constant pressure (*A) and volume (*B).

Air is also assumed to be a Newtonian fluid, which means that the stress
due to fluid motion is assumed to be a linear function of the strain, i.e. the
gradients of the flow state variables. The viscous stress tensor represents the
stress due to fluid motion and is then given by

G'0 = 2Q(D'0 − 1
3D))F'0) (4.6)

where Q is the dynamic viscosity, which is a function of temperature, and D'0

is the rate of strain tensor, defined as:
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The heat flux is assumed to obey with Fourier’s law:

O' = −R
∂%

∂,'
(4.8)

where % is the temperature and R is the heat conductivity, which is a function
of the temperature.

4.2. Turbulence

In contrast to laminar flows that are smooth and deterministic in character,
turbulent flows are chaotic and random and hence can be characterized only by
their stochastic properties. They are characterized by a mean and a fluctuating
part. The transition from laminar to turbulent flow occurs when the inertial
forces (non-linear in terms of velocity) in the flow become strong enough as
compared to the viscous forces. This is described in terms of the Reynolds
number (Re), which is the ratio of the inertial to the viscous forces:

Re =
?K

S
(4.9)

where ? is a characteristic velocity for the flow, K is a characteristic length
scale for the problem and S is the kinematic viscosity. In pipe flows laminar
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Figure 4.1. Turbulent kinetic energy spectra.

flow can be maintained up to Reynolds numbers of the order of a few thousands,
depending on the experimental set-up (i.e. perturbation type and strength).

Turbulent flows contain a large number eddies of largely different sizes. The
distribution of energy among the different scales of the turbulent fluctuations
can be seen in the schematic plot, Figure 4.1. The large scale eddies contain
most of the energy, which is supplied by the mean flow. The energy is then
successively transferred to smaller and smaller eddies and eventually when the
eddies become small enough they are dissipated to heat by viscosity. The char-
acteristics and the size of the large scale eddies in the energy containing range
are determined by the geometry and the particular (problem specific) flow field.
The smallest scales in the dissipative range are universal and isotropic away
from boundaries and their size scale as Re−3/4K for high Reynolds numbers. In
between the energy containing range and the dissipative range lies the inertial
subrange, which contain intermediate sized eddies that are characterized by
their inertia and the transfer of energy to successively smaller scales.

For deeper insight into the characteristics of turbulence and turbulent flows
see a textbook like e.g. Pope.

4.2.1. Turbulence Modeling

The turbulent fluctuations are included if the equations governing the flow
(Equation 4.1 to 4.3) are solved exactly with so called direct numerical sim-
ulation (DNS). To do this all scales of the turbulent flow have to be resolved
and the computational effort increases as approximately Re3. This means that
as the Reynolds number is increased DNS becomes computationally very ex-
pensive and eventually impossible with the computer resources available today.
The turbulence has therefore to be modelled.
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The most commonly used turbulence models are Reynolds average Navier
Stokes (RANS) models. In these models the flow variables are split into a
mean and a fluctuating part. Inserting this decomposition into the governing
equations leads to an equation for the mean variables that includes also terms
(correlations of the fluctuating components) that cannot be explicitly expressed
in terms of the mean variables. The average equations for the mean flow
variables look similar to the basic governing equations, but with one additional
term, the Reynolds stress tensor >′

'>
′
0 , where >′

' is the velocity fluctuations.
There is no analytical expression for the Reynolds stress tensor, so to solve the
averaged equations for the mean quantities it has to be modelled. If the mean
is computed as an ensemble average the mean flow may still be time dependent.
However, the range of time-scales in such a case is much smaller than in fully
turbulent flows.

Different RANS models have been suggested. The eddy viscosity models
are the most simple and the most often used ones, especially in industrial
applications. In these models the Reynolds stress is assumed to be proportional
to the rate of strain (Equation 4.7) and a so called eddy viscosity S7 . There
exist several different methods for modelling the eddy viscosity, but they all
have in common that they assume it to be isotropic and to only depend on the
local flow field and they are calibrated against simple flow cases, like e.g. flow
over a flat plate. The most well known and used eddy viscosity models are
probably the Spalart-Allmara model, 3 − T and 3 − /.

More complicated RANS models are the Reynolds stress models (RSM). In
these models a transport equation is solved for the Reynolds stress tensor. This
removes the assumption of the turbulence being isotropic and only dependent
on the local flow variables, making the RSM models more general and better at
capturing the effects of e.g. rotation, curvature and secondary motion. There
are however still terms in the transport equation that need to be modelled and
this is done using more or less realistic assumptions and calibration against
simple flow cases.

RANS, especially the eddy viscosity models, is computationally very cheap,
since the turbulent fluctuations do not have to be resolved and a coarse mesh
can be used. The assumption that the turbulence is universal and that the
dependence of the large scale fluctuations on the geometry can be neglected
can however cause problems in more complicated flows. Furthermore, when
acoustics is studied only low frequencies are resolved with RANS and the eddy
viscosity models introduce extra viscosity that dissipate the acoustic waves.

When the geometry is more complex and RANS cannot capture the dy-
namics of the flow, Large Eddy Simulation (LES) is the main alternative. This
model is computationally still much cheaper than DNS (O(Re2) instead of
O(Re3)), even though it is much more expensive than RANS. The idea of LES
is that the large energy containing scales, which are coupled to the geometry,
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Figure 4.2. The turbulent kinetic energy spectra divided into
one resolved and one unresolved, modelled, part for LES.

are resolved in the simulation, while the small dissipative scales are modelled.
The turbulent kinetic energy spectra is then cut somewhere in the middle into
a resolved and an unresolved (modelled) part, see Figure 4.2.

In LES the Navier-Stokes Equations (4.1 - 4.3) are filtered with a spatial
low-pass filter, splitting the variables into a resolved and an unresolved part.
The filter length scale (Δ) is normally determined by the mesh and a common

expression is Δ = M 1/3
6DEE , where M6DEE is the cell size. There are however other

formulations that can be more appropriate for less uniform grids and sometimes
the filter length scale is set to the size of a couple of cells in order to enable one
to better estimate the Sub-Grid-Scale (SGS) terms (as in the Scale Similarity
Model, SSM). Several types of explicit filters exist, but it is also common to
let the discretization scheme itself act as a low-pass filter. As the Navier-
Stokes equations are filtered additional terms are introduced in the equations.
In order to solve the filtered equations these so called SGS terms have to be
modelled. Since the small (unresolved) scales tend to be universal at high
Reynolds numbers it is easier to suggest appropriate SGS models than RANS
models.

An SGS model should account for the effects of the unresolved scales on the
resolved ones and for the most important physical properties of the unresolved
scales. The main effect at these scales is dissipation of kinetic energy at these
scales, which is one of the effects that one has to model. Instantaneously there
is also energy transfer from the smaller to the larger scales, a phenomenon
known as backscatter. This effect may be neglected if the spatial resolution
is fine enough (i.e. resolving a portion of the inertial subrange). Under such
conditions the separation of scales between the energy bearing eddies and the
unresolved scales is large enough to ensure small errors. A common way of
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introducing the dissipation at the small scales is by introducing additional
viscosity, for example as eddy viscosity in analogy to some RANS models:

U9F9 = −2S#D (4.10)

where U9F9 is the SGS stress tensor, S# is the eddy viscosity that can be mod-
elled in different ways and D is the filtered rate of strain. In the compressible
case the above expression is somewhat modified, but it is normally still only
the eddy viscosity that is modelled and this is done as in the incompressible
case. The downside of the eddy viscosity SGS models is that they can introduce
too large dissipation, whereby the effective Reynolds number of the problem is
reduced, as shown by Bogey & Bailly (2005). An alternative way of modelling
the dissipative effect of the smallest scales is by filtering the solution, where
e.g. an explicit filter is used to remove fluctuations with a length scale close to
the cell size. This approach is used less often and mostly coupled with some
explicit model (e.g. SSM).

The Smagorinsky model is the oldest SGS model and it is often used due
to its simplicity. The model is obtained from dimensional analysis implying
that the eddy viscosity is modelled as:

S# = (A,Δ)2
√
2D'0D'0 (4.11)

where A, is a model constant. In the original Smagorinsky model A, is a
constant that has been calibrated for isotropic turbulence. By allowing this
modelling constant to vary the modelling error can be reduced and this is done
in the so called dynamic Smagorinsky model, where the constant is adapted to
the local flow in every node at every time-step. The dynamic model has the
advantages that it vanishes in the near wall region and in fully resolved flow
regions and it is better able to capture transition processes. The drawback of
the model is that it is more complicated and the constant may become too
negative, leading to numerical stability problems.

An alternative to using an explicit modelling of the sub-grid scales is to
use implicit LES. With this approach the numerical dissipation present from
the discretization is assumed to take care of the dissipation at small scales and
thereby accounting for the most important role of the SGS terms. A variant of
implicit LES is termed MILES - Monotone Integrated Large Eddy Simulation,
which is a special version introduced by Boris et al. (1992), where monotone
numerical methods are used to solve the equations for the filtered variables.

The idea of implicit LES can be described by studying the modified in-
compressible momentum equation that is satisfied by the numerical filtered
solution, which contains numerical errors (e.g. truncation errors):
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where over-lined variables are filtered and U&%+'0 is additional numerical stresses,
which represent the numerical error and is of the order (Δ,)A for a &:th or-
der accurate scheme. From the above equation it can easily be seen that the
dissipation from the SGS stresses and the numerical discretization are addi-
tive. This imply that by using an appropriate numerical method the numerical
scheme can act as an SGS model and no explicit model is needed.

The problem is that the numerical dissipation is difficult to control, i.e.
the amount of dissipation is not a function of the flow. Therefore it is often
argued that it is more physical to use an explicit model together with a low
dissipation numerical scheme. At the same time it can be argued that if nu-
merical dissipation already is present in the LES solver, which is the case in
all general CFD codes where lower order accurate schemes often are used, it is
not desirable to add any additional dissipation in the form of an explicit SGS
model. However, if implicit LES is used it is important to be aware of the fact
that the result is strongly dependent on the grid resolution and the numerical
scheme if the spatial resolution is not adequate (i.e. not well within the inertial
sub-range). As the grid is refined and the resolved range is extended towards
the Kolmogorov scale, which can be attained nowadays for relatively low Re,
LES tends to DNS and thereby the implicit SGS (as well as most explicit SGS)
models are in fact approximations rather than models in a strict meaning. For
more information on implicit LES see Grinstein et al. (2007).

The numerical computations presented in this work have been performed
with implicit LES. The reason for this is that the numerical dissipation is large
enough and does not require any further enhancement. We also make sure
that the spatial resolution is such that a proportion of the inertial sub-range is
resolved

4.3. Numerical Methods

The Navier-Stokes equations are a system of non-linear partial differential equa-
tions and no general analytical solution exist. Instead, numerical techniques
are used and the result depends on the specified boundary conditions and for
some cases also on the initial condition. To solve the problem numerically the
equations are discretized, giving a set of coupled non-linear algebraic equations
that are solved. There are three common discretization methods for fluid dy-
namic problems, finite volume (FV), finite difference (FD) and finite elements
(FE). For all numerical 3D simulations presented in this thesis the general
compressible CFD code Edge has been used, see Eliasson (2001). This code is
based on the finite volume discretization method.
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4.3.1. Temporal Discretization

There are two main types of temporal discretization, explicit and implicit.
Explicit methods are more simple than implicit methods and require less com-
putational effort for each time-step, since the flow field at the new time is
calculated using the flow field only at the old time-step. The drawback with
explicit schemes is that very small time-steps can be required for stability rea-
sons. In implicit methods an iterative, steady-state like, procedure is used to
calculate the flow field at the subsequent time, allowing for significantly larger
time steps. This can significantly reduce the computational time for some
problems, making the implicit methods the most commonly used.

In LES it is desirable to make sure that no physical information can propa-
gate further than one grid cell at one time step. This gives a coupling between
the temporal and the spatial discretization of the problem. This condition is
expressed in terms the Courant Friedrichs Lewy (CFL) condition, which states
that the Courant number must be less than one

CFL =
?Δ)

Δ,
≤ 1 (4.13)

where Δ) is the time step, Δ, is the cell size and ? = ∣>∣+ * is the maximum
physical propagation speed, where > is the convection velocity and * is the
speed of sound. This is the same condition that theoretically is required for
stability of explicit schemes, even though an even lower value often is required
in reality depending on the exact discretization scheme and the implementation.
However, since a small time-step is required also for physical reasons an explicit
temporal discretization has been used.

For the explicit time marching a low storage Runge-Kutta scheme has
been used. The advantage of this scheme is that it requires the lowest possible
storage for a Runge-Kutta scheme. The disadvantage is that it can formally
not be of more than second order accuracy for non-linear problems. In the 3D
computations presented in this theses two versions of this Runge-Kutta scheme
have been used. The main scheme used is a four stage scheme of fourth order
accuracy for steady linear problems. In addition, some of the computations
have been performed with a three stage scheme of formally first order accuracy.
To only have a first, or even a second, order accurate scheme can be considered
low especially for acoustic problems. However, to ensure stability the maximum
Courant number was around 0.6, ensuring a very small time-step compared to
the spatial discretization size. This implies that in the spatial discretization is
the most important parameter for the total accuracy of the problem.

4.3.2. Spatial Discretization

The spatial discretization uses a formally second order accurate central scheme.
Central schemes have the advantage of having very low numerical dissipation,
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which is desirable in LES. The disadvantage is that they can introduce spuri-
ous oscillations and unphysical dispersion, which is when the speed of sound
becomes frequency dependent. To ensure stability the unphysical oscillations
must be damped numerically, which commonly is done by adding some type
of artificial, numerical, dissipation to the equations. In the CFD code used in
this work a Jameson type of artificial dissipation is added to the central scheme
for the inviscid terms, see Jameson et al. (1981). The dissipation is a blend of
second and fourth order differences, where the former is active in the neighbor-
hood of shocks and is small in smooth flow regions and the latter is switched
off in the vicinity of shocks. The implementation of the artificial dissipation in
the equations is by adding an extra, dissipative, flux to the inviscid fluxes.

As a comparison a second order blended upwind - central scheme has been
tested. The advantage with upwind schemes is that they are less dispersive
and do not introduce unphysical oscillations. The disadvantage is that they
are dissipative. The blended scheme used is of Roe flux difference splitting
type. The convective term is then computed as a central part with additional
upwind dissipation.

4.3.3. Boundary Conditions

The walls in the domain are specified as adiabatic, i.e. no heat transfer to or
from the walls, and either slip or no-slip boundary conditions have been used.
The no-slip boundary condition is the physical one (for viscous flows) where all
velocity components are forced to zero at the wall. The slip boundary condition
only forces the normal velocity to zero, which is compatible with inviscid flows.
For the plate walls the choice of boundary condition has been shown not to
influence the result and therefore the slip and no-slip boundary conditions
have been used for different simulations. At the duct walls the slip boundary
condition is used in all presented computations except one. The reason for
using this boundary condition is that it gives significantly lower dissipation of
propagating waves and it preserves the validity of Equation (3.8) by keeping
the theoretical mode shapes, which are destroyed close to the wall with the
no-slip boundary condition as the acoustic velocity is forced to zero. The slip
boundary condition also decreases the mesh size, since in the absence of the
boundary layer, a coarser mesh can be used next to the duct wall.

At external boundaries the theory of characteristics determines the num-
ber of boundary conditions that need to be specified. There are in total five
characteristics, which correspond to up- and downstream propagating acous-
tic waves (which in the supersonic case both propagate downstream), entropy
waves that are convected downstream with the flow and the downstream ad-
vection of the two in-plane velocities. The number of conditions specified at
a boundary should be the same as the number of characteristics entering the
domain at that boundary. In the subsonic case there are four characteristics
that enter the domain at the inlet and one that enters the domain at the outlet.
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At the outlet boundary the static pressure has been specified. At the inlet
the three velocity components and the density have been specified. When
acoustic waves are excited downstream a time varying pressure is used, where
an oscillating part is added to the mean value. When acoustic waves are excited
upstream time varying normal velocity and density are used, where oscillations
are added to the mean values. The velocity and density oscillations are in phase
and the amplitudes are related with the acoustic relation in Equation (3.8)

4.3.4. Computational Grid

Four different grids have been used in this work, but the basic structure is
the same for all of them. To ensure a good mesh in the circular geometry a
structured hex grid, based on an o-grid, has been used. The grid looks the
same at each cross-section of the duct, with finer cells at the radius of the
plate edges and at the duct wall for the simulation with a no-slip boundary
condition. In the axial direction the cells are finest at the plate and then
successively stretched towards the inlet and the outlet.

One of the grids is for a geometry with longer ducts, where the upstream
duct is 15 duct diameter and the downstream duct is 35 duct diameters. At
the plate the cell size is one tenth of the plate thickness in the axial direction
and there are coarse cells at the duct wall. In the axial direction the cells are
stretched with 2.2 % to a maximum cell length of 6.5 mm, which means that
for an acoustic wave of 1500 Hz there are a minimum of 30 cells per wavelength.
This resulted in a grid with 4.9 million nodes.

The three other grids are for a geometry with shorter ducts, where the up-
stream duct is 5 duct diameter and the downstream duct is 15 duct diameters.
The first of these grids is the longer duct grid, where the ends of the ducts
have been cut away, resulting in a grid with 2.4 million nodes. In the second
grid the first one has been refined at the duct wall, in order to use a no-slip
boundary condition, resulting in a grid with 3.3 million nodes. In the third
grid the resolution at duct cross sections and at the plate has been improved
compared to the first grid. This gave an axial cell length at the plate that is
one twentieth of the plate width. The stretching in the axial direction has at
the same time been increased to 4 %, but with the same maximum cell length,
resulting in a grid with 5.5 million nodes.

4.4. Determining the Acoustic Two-Port

In this work an acoustic two-port model is used to characterize the acoustics of
the studied objects. The two-port used is the scattering matrix, for which the
theory is presented in Section 3.3. The plane wave decomposition is performed
using both the acoustic pressure and velocity fluctuations, Equation (3.22),
since both variables are easily accessible in a simulation. The scattering matrix
is at the end moved to the object, since flow fluctuations and acoustic near fields
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prevent data from being sampled next to it. The passive part of the two-port is
determined using the two-source method. Two simulations are then performed,
where acoustic waves are excited at the outlet and inlet boundaries respectively.
A harmonic excitation signal is used to ensure a good signal to noise ratio and
since the boundaries are reflective, which for broadband excitations can lead
to resonances that completely dominate over other frequencies. However, to
reduce the computational time a sum of sine waves with different frequencies
is excited simultaneously.

4.4.1. Flow Noise Suppression

In turbulent flows the generated acoustic waves are accompanied by turbulent
fluctuations. In order to get accurate results this so called flow noise has to
be suppressed. The properties that separate the acoustic fluctuations from the
non-acoustic flow fluctuations is that they have a harmonic time dependence,
they propagate with the speed of sound plus / minus the mean flow velocity
in the up- and downstream directions, respectively, and at each cross section
they can be projected on specific mode shapes depending on frequency. For low
frequencies only the plane wave mode, where the acoustic variables are constant
at a cross-section, can propagate through the duct. Furthermore, in the case
of externally excited incoming waves, these have to be separated from the
flow generated sound. This, in combination with the fact that the interesting
frequencies are known for incoming waves, but not for generated, leads to some
differences in the procedure used to extract the waves. To extract externally
excited waves the following methods have been used in the prescribed order:

∙ The excited waves have higher amplitude than the generated noise.
∙ The variables are averaged over cross-sections when plane waves are
studied.

∙ The characteristics based filtering method proposed by Kopitz et al.
(2005) is used to suppress non-acoustic fluctuations.

∙ Phase averaging is used to suppress fluctuations at other frequencies
and with a time varying phase shift.

∙ Fourier transform of data is performed to extract the excited frequencies.
∙ The sampled data was as a test correlated with the excitation frequen-
cies, to eliminate uncorrelated fluctuations, but this was not used in the
final evaluation.

To extract generated waves different methods should be used depending on
whether the sound is broadband or consists of discrete tones. Here is the
general procedure for extracting the two types of sound:

∙ The variables are averaged over cross-sections when plane waves are
studied. For higher frequencies the fluctuations have to be projected
also on other possible modes.
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∙ The characteristics based filtering method proposed by Kopitz et al.
(2005) is used to suppress non-acoustic fluctuations.

∙ For discrete noise the time signal is split into segments that are multi-
plied with a window function before Fourier transformation and aver-
aging of them.

∙ For broadband noise the power spectral density (PSD) is calculated us-
ing Welch’s method, where the data is Fourier transformed and averaged
with overlapping time segments.

The most efficient way to suppress flow noise is averaging with many averages,
but this requires long time series, which are not available in LES due to the
high computational cost. It is however easy to save data at many positions and
this is used to improve the results. Below the different methods used and / or
tried for suppressing flow noise are described.

Excitation Amplitude

It is important that excited sound waves have higher amplitude than possible
flow generated sound waves, because generated sound at the excitation fre-
quencies is neglected. At the same time the amplitude has to be low enough to
avoid non-linear effects. It has been evaluated how the amplitude of the excited
waves influence the final result of the scattering matrix both analytically and
by running simulations with different excitation amplitudes.

Cross-Section Average

In the plane wave frequency range the acoustic pressure and velocity are con-
stant over cross-sections of the duct. Turbulent fluctuations can then be re-
duced by calculating the cross-section average fluctuations:
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An easier alternative is to just calculate the average of the nodes values in the
cross-section (&/6 = 1
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'=1 &', where W is the number of nodes), since the

acoustic pressure and velocity should be the same in all nodes in one cross-
section (assuming plane waves). This easier method was used in earlier simu-
lations, but it did not seem to significantly influence the result.

Characteristics Based Filtering

To suppress possible non-acoustic fluctuations the characteristics based filtering
(CBF) method proposed by Kopitz et al. (2005) has been used. By using the
known acoustic propagation speed (*±>), the acoustic fluctuations at successive
planes can be related to each other through:
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&+(,, )) = &+(,+Δ,, )+Δ,/(*+ >)) (4.15)

&−(,, )) = &−(,+Δ,, )−Δ,/(*− >)) (4.16)

where Δ, is the distance between the planes. This is used to calculate the
mean of the fluctuations at several successive planes:
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Phase Averaging

To suppress noise phase averaging, also called synchronized time domain av-
eraging, is performed. The signal is divided into several segments, with one
period of the investigated frequency in each segment. In the case of several
excited waves that are harmonics of a lower common frequency the time series
is split into segments consisting of one period of this frequency. The average of
the time segments is then calculated. This way fluctuations at other frequencies
than the studied or its harmonics and with a time varying phase shift will be
eliminated. Theoretically the amplitude of the background noise is expected
to be reduced as 1/

√
W , where W is the number of averages.

The averaging can also be performed in the frequency domain, where each
time segment is Fourier transformed before it is averaged, but this gives exactly
the same result as performing the averaging in the time domain. The success
of the flow noise elimination depends strongly on the number of averages per-
formed.

Fourier Transform

Finally, a Fourier transformation is performed to get the complex wave ampli-
tudes needed to calculate the scattering matrix through Equation (3.15). Here
only fluctuations at the excited frequencies are extracted.

Cross-Correlation with the Excitation Signal

A common method to extract externally excited sound waves is to correlate the
sampled signals with the excitation signal, which is assumed to be uncorrelated
with the generated sound. With this method the phase averaging has to be
performed in the frequency domain and each time segment is correlated with
the excitation signal in the frequency domain before averaging. The correlation
is performed by calculating:
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Ĥ+ = &̂+1̂
∗, Ĥ− = &̂−1̂

∗ (4.19)

where Ĥ± are the correlated variables that are averaged and used to calculate
the scattering matrix, &̂± are the Fourier transformed waves and 1̂∗ is the
complex conjugate of the Fourier transform of the excitation signal.

This method of correlating the sampled signals with the excitation signal
has been tested and did as expected not have a significant influence on the
results. The method has therefore not been used for the final data evaluation.

Fourier Transform and Averaging of Generated Discrete Noise

When sound generation is considered the exact frequencies of the tones are
seldom known, or there might be several tones that are not harmonics of each
other. If a time segment, containing a non-integer number of periods of a
discrete tone, is Fourier transformed the energy at that frequency will leak out
in the frequency domain. This phenomenon is called leakage and it is due to the
Fourier transform assuming a periodic repetition of the time segment, which in
this case gives a discontinuous signal. To reduce the leakage the time segment
can be multiplied with a window function, which smoothly forces the signal to
zero at the start and end of the segment.

To extract generated discrete tones flow noise has to be suppressed by
averaging and leakage has to be avoided. To achieve this the time series is
split into smaller segments, which are multiplied with a Hanning window and
Fourier transformed before being averaged. However, even though the problem
with leakage is reduced it is still important to have a fine enough frequency
resolution to evaluate the tones.

PSD of Generated Broadband Noise

When broadband sound is investigated it more appropriate to study the Power
Spectral Density (PSD) than the direct Fourier Transform, since it gives a
spectra that is less sensitive to the length of the time series used. To suppress
flow noise and errors averaging is performed with Welch’s method. The time-
series is then split into shorter segments and to avoid leakage each segment is
multiplied with a Hanning window, which smoothly forces the time series to
zero at the start and end of the segments. The PSD of the segments is then
calculated and averaged to give the sound spectra. When a broadband signal is
studied it is possible to split the signal into overlapping segments. The optimal
amount of overlap depends on the window function used. For the Hanning
window it is 50 %. So to reduce the error, the time series is split into segments
with this overlap.



58 4. 3D MODELS AND METHODS

4.5. Extracting Acoustic Sources

When sound generation is considered it is usually not only of interest to study
the generated sound spectra, but also to investigate the sound generating mech-
anisms. There is no straight forward universal method for identifying the
acoustic sources, as discussed in Section 3.5. Instead a good understanding
of possible source mechanisms is required to choose an appropriate method for
identifying them. For the orifice plate geometry the low frequency sound gener-
ation is believed to be connected to the axial force on the plate. As a first step
in investigating the sound generation the total axial force on the plate should
therefore be studied and compared to the radiated sound.

4.6. Proper Orthogonal Decomposition

Proper Orthogonal Decomposition (POD) is a decomposition method that de-
composes the flow field into a set of orthogonal modes, according to Equation
(4.20). These modes are optimal in the sense that the truncated reconstruction
captures the kinetic energy of the flow field with a minimal number of terms.
The coefficients of the modes in the expansion are often used to assess how fast
the expansion converges. The different energetic modes often describe coherent
structures, which characterize important features of the flow. Reconstructing
the flow field with a limited number of POD modes allows studying coherent
structures independent of the turbulent part of the flow. For a flow where the
coherent structures have a high energy content the POD will decompose the
flow field into a mean part, a second component of coherent structures that
evolve in time and a turbulent (incoherent) part:
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where X denotes mode number, 3 the time step, ;()) the POD coefficients and
5(,) the POD modes. Once these modes are determined one may express the
dependent variables in terms of the POD expansion, Equation 4.20.

In this work the velocity field has been decomposed into POD modes in
order to study coherent structures in the jet formed downstream of the plate.

4.7. Numerical Accuracy and Uncertainties

When a numerical computation is performed there are several sources of error
that could affect the accuracy of the result. First of all there can be modelling
errors, which means that the governing Equations (4.1 - 4.8) are not correctly
describing the flow. These equations have however with good results been used
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for a long time for this type of flows and should not introduce any significant
error. The error would instead be in the implicit LES assumption, that the
equations are still correctly describing the flow when the small scales are not
resolved.

The largest error source in LES is probably the discretization error, which
comes from the discretization of the equations and the flow variables. This error
depends on the numerical schemes used to solve the problem and on the spatial
and temporal resolution. In the study presented in this work formally second
order accurate schemes have been used both in time and space. Furthermore,
it is assumed that it is the spatial resolution that is limiting the accuracy, since
the explicit temporal scheme used requires a very small time-step compared
to the corresponding spatial discretization. As a computer performs compu-
tations with a limited number of significant digits there can also be round
off errors. However in this work the computations have been performed with
double precision, which practically eliminates the round off error.

Additional possible errors can come from short simulation times. When a
new simulation is started it takes some time before the flow field reaches statis-
tical steady state. So unless this startup transient is to be studied, it should be
avoided to include it in the data analysis. Furthermore, when unsteady flow is
studied it is the statistics that are of interest, so averaging has to be performed
to avoid errors from too few number of samples. One then has to make sure
that the sampling time is long enough. In this work the effect on the scattering
matrix from varying the number of averages has been studied for one case to
ensure an acceptable level of the error, see Section 6.4.

An uncertainty, which is not exactly an error, but significantly can affect
the result in some cases is the boundary conditions. Some problems are very
sensitive to changes in the boundary conditions and a few percent change in
e.g. the inlet velocity can have a significant effect on the result. This is of
importance to know, since it normally is assumed that the result is valid even
if the conditions are not exactly the same as those in the simulation.

To verify the results one can do a numerical accuracy study, where the
discretization errors are investigated by computing the flow on successively
finer grids. Numerical accuracy studies are used both to get the apparent
order of accuracy of the numerical schemes, as compared to the formal order
of accuracy, and to investigate the numerical uncertainty in the results. In this
work no systematic numerical accuracy study has been performed. However,
a grid refinement has been performed in the region of the plate and it did
not show a significant effect on the scattering matrix, which is the interesting
parameter.

To validate the computational results they can be compared to experimen-
tal or DNS results, where the latter only can be used for low Reynolds number
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flows and therefore not for the problems presented in this work. When sim-
ulations are compared to measurements the resulting error is the sum of all
errors and uncertainties and it is difficult to say where the discrepancies come
from. Furthermore, the accuracy of the measurements and possible differences
between the real and the specified boundary conditions have to be considered.
The exact boundary conditions are often not given for the experiment, espe-
cially if the flow is non-stationary. It may also be difficult to numerically specify
the physical boundary condition. This can give discrepancies in the flow field
between the simulations and measurements that are not due to errors.

The result of the 3D computations performed in this work were compared to
measurements performed by Allam & Åbom (2005) with reasonable agreement.
The comparison was performed for the scattering matrix, since there were
no adequate measurements of the flow field. The main uncertainty in the
comparison is the inlet conditions, which were not measured exactly. Because of
this, the influence of the inlet Mach number has been studied in the simulations,
showing that it does influence the result. Another uncertainty is the exact
geometry of the orifice plate, where the sharpness of the edges can influence
the result.



CHAPTER 5

1D Models and Methods

The 1D simulations were carried out with GT-Power, a commercial quasi 1D
CFD tool for engine simulations. The equations governing the flow (Equation
(4.1- 4.3)) are averaged over duct cross-sections, keeping the cross-sectional
area of the ducts as an input variable. The viscous term is modelled via a
pressure loss term and a friction term in the momentum equation, while it is
neglected in the energy equation. Both the pressure loss term and the friction
term are proportional to the kinetic energy of the flow and a pressure loss and
a friction coefficient, respectively. These coefficients can be specified by the
user.

A problem is set up by connecting components that model different physical
objects, such as straight and bend pipes, junctions, orifices, compressors, engine
cylinders etc. The 1D flow equations are solved for flow objects like e.g. pipes
or flow connections. Various objects have different specific functions and act
as boundary conditions between the flow objects.

5.1. Numerical Methods

Just as the 3D flow equations the set of 1D equations is a system of non-linear
partial differential equations without a general analytical solution. The system
is solved using numerical techniques and the result depends on the specified
boundary conditions and object input data and model coefficients. To solve
the problem numerically the equations are discretized, giving a set of coupled
non-linear algebraic equations that can be found in GT-Power (2004).

The discretization is performed such that the ducts are split into smaller
volume (control) elements with connecting boundaries. The basic conservation
laws are satisfied in each volume element. Flow connections, like orifices, are
boundary planes between neighbouring elements.

The temporal discretization uses an explicit formally first order accurate
Euler scheme. This is the recommended scheme for accurately capturing pres-
sure pulsations and the alternative would be an implicit scheme. The disad-
vantage with the explicit scheme is that small time-steps have to be used to
fulfil the CFL condition, Equation (4.13), which results in longer simulation
times.

61
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5.1.1. Boundary Conditions

The wall boundaries are considered to be adiabatic and for pipe components
a skin friction coefficient, or a surface roughness, has to be specified. In the
present work the friction has been set to zero in some pipes and very large in
other to either minimize the dissipation or get dissipation of acoustic waves,
see Section 5.2.

At external boundaries the theory of characteristics allows one to determine
the number of boundary conditions that have to be specified. The number of
conditions should be the same as the number of characteristics entering the
computational domain at that boundary. In the 1D case there are in total
three characteristics, where for subsonic flows two propagate downstream and
one upstream. This means that two conditions have to be specified at the
subsonic inlet and one at the subsonic outlet of the domain. In the present
work, temperature and mass flow or velocity are specified at the inlet and
at the outlet the static pressure is specified with a non-reflecting boundary
condition.

Acoustic waves are excited by so called end flow loudspeakers, which are
connected to the system through t-junctions. With this object a constant
temperature and an oscillating velocity are imposed in the side branch of the
t-junction. The oscillations imposed consist of a sum of sine waves, with 21
equally spaced frequencies from 50 Hz to 1050 Hz.

5.2. General Model Setup

The setup of the general model for the 1D simulations can be seen in Figure
5.1, where the component is either the model for the orifice plate or for the
compressor. The component is connected to one upstream and one downstream
duct. These ducts have a fine mesh and the skin friction coefficient is set to
zero to minimize the dissipation of acoustic waves. After the ducts there are
optional t-junctions with loudspeakers connected to the side branches. These
elements are present in the model when acoustic waves are excited at that side
of the component. After the t-junctions there are additional pipes before the
domain boundaries, where the downstream pipe only is present in combination
with the downstream speaker. These ducts have a coarse mesh and a high skin
friction coefficient to minimize reflections from the boundaries by dissipating
the acoustic waves.

5.3. Orifice Plate Model

The orifice plate is modelled with an orifice element, which numerically is
modelled as a plane where the momentum equation is solved to compute the
mass flow through the orifice. The orifice plate is given its physical diameter and
thickness, with the exception of one simulation in which the effect of neglecting
the thickness is investigated.
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Figure 5.1. General model setup, where the components is
either an orifice model or an compressor model.

Figure 5.2. Compressor model setup, where C is the com-
pressor and the circles are the two volumes.

The vena contracta at the orifice is characterized by a discharge coefficient,
which is defined as the effective flow area over the reference flow area, i.e. the
orifice area. A discharge coefficient of unity indicates an orifice with softly
rounded edges that do not give rise to a vena contracta effect, while a lower
value has to be used for sharper edges that give a stronger vena contracta effect.
In the computations presented in this thesis the recommended discharge coef-
ficient for sharp edges has been used. The exception is a couple of simulations
where the effect of varying it has been studied.

5.4. Compressor Model

The standard way of modelling the compressor is using experimental data,
which is summarized in a compressor map. Such data is determined for steady
flow through the compressor. The map, which is supplied by the turbocharger
manufacturer, relates the compressor speed, pressure ratio, mass flow and effi-
ciency. It consists of a table of operating points measured under steady state
conditions and data is interpolated from the measuring points to other parts
of the map.

To start with the compressor was modelled with just the map connected
directly to two pipes. Then two volumes, corresponding to the rotor volume
and the volume of the volute, were added to the model between the map and the
pipes, see Figure 5.2. This setup follows that of Rämmal & Galindo (2010),
who successfully simulated the passive acoustics of a compressor using a 1D
CFD code.

The compressor map object uses the rotational speed, which is specified,
and the pressures at the connected volumes look up the mass flow in the map
and impose it on the boundaries of the adjacent volumes. In some regions of a
map the speed lines can be flat, which means that a small pressure change can
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result in a large mass flow change. So to avoid problems with large mass flow
variations the fluctuations can be damped. The damping is per default on, but
it has been tested to run both with and without it. (GT-Power 2004)

The compressor volumes are represented by either straight pipes or by
spherical or general flow split objects. Straight pipes are given the same cross-
sectional area as the connecting pipes, a length that gives the required volume
and zero friction and a fine mesh to avoid dissipation (since this is already
included in the map). When flow splits are used default orifice objects are
automatically inserted between the map and the flow splits. The flow splits
are numerically seen as one cell, where the scalar equations are solved in the
middle and the momentum equation at all boundaries. The spherical flow split
can be seen as a spherical cavity to which several pipes are connected and with
only one connecting pipe it is said to behave as a Helmholtz resonator. In the
present work it is connected to two pipes at opposite sides. The general flow
split can be seen as a volume of general shape, to which several pipes (in this
work two) are connected.

5.5. Determining the Acoustic Two-Port

The acoustic waves are extracted and the two-port, in form of the scattering
matrix, is determined as described in Section 4.4, for the evaluation of the
LES results. The difference is that no area averaging can be performed in
1D. Furthermore, since the code has proven to be dissipative it is desirable to
sample data as close to the object as possible and since there are no turbulent
fluctuations in 1D and the elements studied do not introduce any disturbances
it is also possible to sample data very close to the object. Data is then sampled
at six positions in the upstream pipe and at eight positions in the downstream
pipe.

For the compressor simulations the scattering matrix results are used to
calculate the transmission loss, which gives information about how much acous-
tic power that is lost as the wave passes the compressor and therefore is an
interesting parameter in engine contexts. The transmission loss is calculated
according to the procedure presented in Section 3.4.

5.6. Numerical Accuracy and Uncertainties

The main uncertainty in 1D simulations is the modelling. In commercial pro-
grams the implementation details are not always known exactly. In general, it
can be said that the models for the different objects are based on steady state
measurements and are developed with the aim of getting the mean engine per-
formance in agreement with experimental results. The extrapolation of the
model to unsteady flows is not self-evident, since the interaction between un-
steadiness and inertia is important. The basic assumption of quasi-steadiness
introduces large uncertainties in the ability of the code to capture acoustic
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waves correctly. In addition to the modelling issue of the separate objects,
the coupling between the objects is an uncertainty that can cause problems.
For the compressor modelling there are also additional uncertainties from the
interpolation of the map (from measured to simulated operating points) and
from the damping of mass flow fluctuations.

In 1D engine simulations, low order accuracy schemes are used in combina-
tion with coarse meshes. This can give rise to discretization errors, which come
from the discretization of the equations and the flow variables. In this work grid
refinements have been performed in the pipes next to the investigated object to
ensure a grid independent result for the scattering matrix, which is the inter-
esting parameter. This resulted in cells much smaller than those recommended
for engine simulations and a significantly reduced wave propagation distance
from the object to the data extraction positions, due to high dissipation.

To check the validity of the results presented in this work they have been
compared to measurements performed at KTH for the same geometries. The
scattering matrix of the orifice plate was compared to measurements performed
by Allam & Åbom (2005). The compressor transfer matrix was compared to
measurements performed by Tiikoja et al. (2010).



CHAPTER 6

3D LES Results

Here, the result from simulations of the scattering of acoustic waves by an
induct orifice plate are presented. The aim is to investigate the possibility
of studying passive acoustic properties of duct components with LES and a
common CFD solver. The geometry is a circular duct with a diameter of 57
mm and a 2 mm thick orifice plate with an area contraction ratio of 0.28.
The simulations have been performed with the inlet Mach numbers 0.08 and
0.1 and several frequencies are studied simultaneously to reduce the computa-
tional time. First, the flow field in the duct and its characteristics has been
studied. Thereafter, the sensitivity to numerical parameters (mesh spacing,
spatial discretization scheme, duct wall boundary condition) and inlet Mach
number are investigated. This is followed by a study of the effect of the flow
noise suppression methods presented in Section 4.4.1. Finally, the computed
scattering matrix is compared to measurements and theory.

In the following the term upstream coefficients correspond to the upstream
reflection and the up- to downstream transmission, i.e. the scattering matrix
elements that affect waves coming from the upstream side. Similarly, the term
downstream coefficients correspond to the downstream reflection and the down-
to upstream transmission, i.e. the scattering matrix elements that affect waves
coming from the downstream side.

6.1. Flow Characteristics

The flow through the constricted duct is computed with an inlet Mach number
of 0.8 and with slip boundary conditions at the walls. The mean flow is shown
in Figure 6.1. It can be observed that a jet is formed as the air is forced through
the small opening and a large pressure drop occurs, with some pressure recovery
further downstream. The density field further shows significant compressibility
effects, as is also reflected in the high Mach number of the jet. Figure 6.2
shows snapshots of the instantaneous flow field. Here it can be observed that
the instantaneous flow is highly unsteady, with vortex shedding at the plate
and recirculation regions behind the plate. The shear layer that is formed by
the constriction is a strong source for turbulence and noise.

The theory by Allam & Åbom (2005), which is presented in Section 3.7.1,
predicts that the acoustic scattering by the plate depends on the pressure loss
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Figure 6.1. Zoom in on the flow through the orifice plate.
The top three figures show the mean field and the bottom
figure shows the normalized in-plane mean velocity vectors
coloured by Mach number.

coefficient (A@), which is derived assuming incompressible flow. In Table 1 the
simulated pressure loss coefficient, at two inlet Mach numbers, is compared
to the theory. It can be observed that the simulated pressure loss is slightly
Mach number dependent and there is a discrepancy compared to the theoret-
ical value. This indicates that the theory might have deficiencies due to the
incompressibility assumption, which is clearly not valid at these flow speeds,
see Figure 6.1. Another parameter that could influence the result is the sharp-
ness of the orifice edges, where more rounded edges yield a lower A@ value.
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Figure 6.2. Zoom in on the instantaneous flow through the
orifice plate. The top figure shows the Mach number and the
bottom figure shows vortex cores.

Table 1. Comparison of the simulated, theoretical and mea-
sured pressure loss coefficients over the plate, where the last
is from Allam & Åbom (2005).

A@

Simulation @ = 0.08 26.7
Simulation @ = 0.1 28.0
Theory 22.2

However, the simulated geometry has very sharp edges, which also is the as-
sumption in the theory. There might also be accuracy issues in the simulations.
An insufficient grid resolution of the plate could e.g. result in a discrepancy.
However, a grid refinement study has shown not to give a significant change
in the pressure loss. A parameter that turned out to have some effect on the
pressure loss is the spatial discretization scheme. Changing from the central
scheme to the more dissipative blended (upwind and central) scheme lowered
the pressure loss coefficient from 28.0 to 25.7 for the @ = 0.1 case, see Section
6.2.2.
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Figure 6.3. Data sampling positions in the jet. In the top
figure with the mean Mach number and in the bottom figure
with instantaneous pressure fluctuations. The axial distance
between the probes is 2 cm and the first probes are 2 cm
downstream of the plate.

6.1.1. Flow Statistics

As can be observed in Figure 6.2 the flow is highly unsteady downstream of
the plate. To study the flow fluctuations data is sampled at 50 positions down-
stream of the plate. The data sampling points (probes) are distributed along
five lines at different radial positions: the centreline, the jet shear layer and
the wall, where the two latter are at two circumferential positions separated by
180∘, see Figure 6.3.

The largest flow fluctuations are in the shear layer where the jet breaks
down, which can be observed in Figure 6.4 of the Reynolds stresses, i.e. the
r.m.s. velocity fluctuations. In the figure it can further be observed that
the axial velocity has the highest fluctuation level and the fluctuations fast
decrease downstream of the jet breakdown. The axial and radial fluctuations
can be seen to be correlated, where an instantaneous increase in the axial
velocity is accompanied by an increase in the radial velocity. The instantaneous
circumferential velocity is however uncorrelated with both the axial and the
radial fluctuations, where only the former Reynolds stress (>Y) is shown in
Figure 6.4. The fact that the axial velocity fluctuations are positively correlated
with the radial fluctuations in the shear layer, while the circumferential velocity
fluctuations are relatively uncorrelated with both the axial and radial velocity
fluctuations, can further be seen in Figure 6.5 of the correlation between the
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Figure 6.4. Reynolds stresses in the jet downstream of the
plate. The figure is such that > is the axial velocity, I is in the
plane positive in the upward direction and Y is the velocity out
of the plane. The white dots are the data sampling positions
used to study the statistics of the flow.
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Figure 6.5. Correlation between the velocity components in
the shear layer, third probe from the plate.

different velocity components. Here it can also be observed that the correlation
between the axial and radial velocity fluctuations is very high instantaneously,
but decreases fast if a time shift is introduced between the two components.

The development of the fluctuation amplitude along the duct centreline
and the shear layer can be studied in Figure 6.6, of the Probability Density
Function (PDF) of the pressure fluctuations. A broad low peak indicates that
there is a high probability of the pressure instantaneously deviating significantly
from its mean value, while a narrow high peak indicates that there only are
small fluctuations around the mean pressure. For periodic fluctuations two
peaks are usually observed in the PDF, one at each side of the zero fluctuation
line. However, when the periodic fluctuations are accompanied by high levels
of random fluctuations this phenomenon might not be visible. In general it can
be said that Figure 6.6 shows large fluctuations in regions where the Reynolds
stresses were found to be large, see Figure 6.9. The largest fluctuations are
found in the shear layer a short distance downstream of the plate. At the
centreline the fluctuations are smaller and the largest fluctuations are found
significantly further downstream than in the shear layer. However, a couple of
duct diameters downstream the centreline and shear layer PDFs become very
similar.

In order to find coherent structures in the flow field a Proper Orthogonal
Decomposition (POD) of the velocity has been performed. The velocity has
been decomposed into 10 modes using 480 snapshots. The zeroth mode repre-
sents the mean flow as it should, see Figure 6.7. To study vortex structures in
the flow, the vortex cores of the modes are studied through 2-2 in Figure 6.8.
For some of the modes and when all modes are added together ring vortices



72 6. 3D LES RESULTS

−15000 −10000 −5000 0 5000
0

0.2

0.4

0.6

0.8

1

1.2

1.4 x 10−3

Pressure [Pa]

PD
F

Pressure

 

 
2 cm
4 cm
6 cm
8 cm
10 cm

−10000 −5000 0 5000
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8 x 10−3

Pressure [Pa]

PD
F

Pressure

 

 
12 cm
14 cm
16 cm
18 cm
20 cm

−2 −1.5 −1 −0.5 0 0.5 1
x 104

0

0.5

1

1.5

2

2.5 x 10−4

Pressure [Pa]

PD
F

Pressure

 

 
2 cm
4 cm
6 cm
8 cm
10 cm

−10000 −5000 0 5000
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6 x 10−3

Pressure [Pa]

PD
F

Pressure

 

 
12 cm
14 cm
16 cm
18 cm
20 cm

Figure 6.6. Probability density function of the pressure at
different downstream positions of the jet centerline at the top
and of the shear layer at the bottom.

can be observed to be shed at the plate and break down around one duct diam-
eter downstream. Studying individual modes these ring structures are however
clearly seen first in higher modes (mode 6, 8 and 9). The other modes seem to
contain fluctuations from the jet breakdown.

Figure 6.7. The mean velocity to the left and the zeroth
POD mode to the right.
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Figure 6.8. Contours of 2-2 for the POD modes (coloured by
axial velocity). Top left: mode 0-9 (2-2= −2 ⋅ 107). Top right:
mode 1-9 (2-2= −2 ⋅107). Middle left: mode 1 (2-2= −5 ⋅106).
Middle right: mode 5 (2-2= −2 ⋅ 105). Bottom left: mode 6
(2-2= −2 ⋅ 106). Bottom right: mode 8 (2-2= −2 ⋅ 106).

The Power Spectral Density (PSD) of the pressure and velocity fluctuations
downstream of the plate are shown in Figure 6.9 - 6.11. Figure 6.9 shows the
pressure spectra, the axial velocity spectra and the y-velocity spectra in the
10 probes along the duct centreline. The z-velocity spectrum has been left
out due to it being very similar to that for the y-velocity. Figure 6.10 shows
the spectra for the pressure and the three velocity components in the first five
probes positioned along the shear layer. Further downstream, i.e. in the last
five probes, the velocity spectra are similar to those along the centreline and
the pressure spectra are similar to the wall pressure spectra, shown in Figure
6.11.
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Figure 6.9. Spectra of the flow fluctuations at the jet cen-
terline for ten positions downstream of the plate.
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Figure 6.10. Spectra of the flow fluctuations in the shear
layer at five positions downstream of the plate.
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Figure 6.11. Wall pressure spectra at different positions
downstream of the plate.
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Figure 6.9 - 6.11 show, in accordance with Figure 6.4 and 6.6, that the
amplitude of the fluctuations first increase downstream, becoming largest where
the jet breaks down and thereafter starts to decrease. At around one duct
diameter (5.7 cm) downstream of the plate the spectra resemble a Kolmogorov
spectrum, with a -5/3 slope of the velocity fluctuations. Further upstream
the spectra have a different character due to the fluctuations not being those
of homogeneous, isentropic turbulence that the -5/3 slope represents. The
spectra downstream the mesh stretching is deviating from the -5/3 slope due
to the decreasing resolution and hence the energy in the resolved fluctuations
decreases. This is however desired since the only aim is to resolve the low
frequency, acoustic waves in the duct downstream of the jet.

Studying the PSD in Figure 6.9 - 6.11 in more detail some characteristics
can be observed. One is a low frequency peak at around 150 Hz. The peak is
strongest close to the plate and dies out downstream. Furthermore, it is only
visible in the y-velocity at the centreline, the axial and radial velocities in the
shear layer and in the wall pressure spectra. The low frequency could suggest
an acoustic resonance, but the corresponding wavelength is approximately 2.6
upstream duct lengths and 1.1 downstream duct lengths. Furthermore, a low
frequency acoustic resonance should be most clearly seen in the pressure and
axial velocity spectra and should not die out downstream. The fact that it
is strongest in the radial direction instead suggests that it is some sort of
oscillation of the jet, but the origin of it is unknown at this point.

An important observation that can be made in Figure 6.11, of the wall
pressure spectra, is peaks at the cut on frequencies of the first higher order
non-plane duct modes, which are 3500 Hz, 5700 Hz, 7200 Hz, 7900 Hz and
10000 Hz. The peak at 3500 Hz is also clearly visible in both the pressure and
velocity spectra at the duct centreline close to the plate, but there it is more
of a narrow band peak, see Figure 6.9. The peak can also be observed in the
shear layer spectras in Figure 6.10, but there it is significantly weaker.

At around 7000 Hz a strong peak can be observed for the pressure and
axial velocity fluctuations at the centreline (Figure 6.9), as well as for the
pressure and radial velocity fluctuation in the shear layer (Figure 6.10). With
the exception of the centreline pressure, the peak is only visible close to the
plate, as the fluctuations seem to decrease downstream. The peak is believed
to correspond to the vortex shedding frequency at the plate. When the POD
modes of the velocity field are added together the ring vortices shed at the
plate are clearly visible, see Figure 6.8. By studying the distance between
these vortices and their convection velocity it is possible to get an estimate
of the shedding frequency. The exact convection velocity is not known, but
it can be estimated from the data sampled in the first and second shear layer
probes, see Figure 6.3. The mean velocity in these points is 47 m/s and 83 m/s,
respectively. The pressure correlation between the probes has a maximum for a
time shift of Δ) = 2.1 ⋅ 10−4 s, see Figure 6.12, indicating a convection velocity
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Figure 6.12. Correlation of the pressure in the first and sec-
ond shear layer probe points.

of 95 m/s. Assuming that the peak at 7000 Hz is the vortex shedding frequency
the convection velocity would be around 77 m/s. This is likely to be the case,
based on the mean velocity at the probe points and the convection velocity
between them, where the second probe is located some distance downstream of
the studied vortices. Furthermore, the Strouhal number (D) = -Z/?) based
on the shear layer thickness and a convection velocity of 77 m/s is D) = 0.27.

An additional observation that can be made in Figure 6.9 is that the ve-
locity fluctuations perpendicular to the flow direction (only y-velocity shown)
at the centreline have a peak at around 9800 Hz instead of 7000 Hz. This
corresponds to Strouhal numbers of 0.27 and 0.18 based on the shear layer
thickness and the plate thickness, respectively. Furthermore, the centreline
pressure and axial velocity spectra have a second peak at around 12600 Hz,
while the centreline y-velocity spectra have a second peak at around 15400 Hz,
none of them being harmonics of the first peak. An explanation for why the in
plane velocity fluctuations have different frequencies at the centreline has not
yet been resolved.

The correlation of the flow fluctuations at two opposite sides of the jet shear
layer can be studied in Figure 6.13. The correlations have been normalized by
the r.m.s. value of the fluctuations at one side of the shear layer, meaning
that a correlation of 1 would indicate identical fluctuations. It can be observed
that close to the plate the pressure and radial velocity fluctuations at the two
sides of the shear layer are strongly correlated for small time shifts, while the
axial velocity fluctuations are significantly less correlated. The correlation of
the circumferential velocity fluctuations, which is not shown, is similar to that
of the axial velocity fluctuations. The strong oscillating correlation, which is
high and positive at zero time shift, is due to the vortex rings that are shed at
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Figure 6.13. Correlation of the fluctuations at two positions
in the jet shear layer separated by 180∘, for different axial
positions. The figures to the right are a zoom in on the figures
to the left.

the plate. These rings keep their structure only a short distance downstream
before they break up, see Figure 6.8, which causes the decrease in the corre-
lation. A phenomena that can be observed for the axial and circumferential
velocity fluctuations is a negative correlation at zero time-shift some distance
downstream of the plate. This indicates that a positive velocity at one side of
the shear layer is accompanied by a negative velocity at the opposite side.
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Figure 6.14. Instantaneous Mach number computed with a
blended (upwind and central) scheme at the top and with a
central scheme at the bottom.

6.2. Sensitivity to Numerical Methods

6.2.1. Grid Dependence

The original grid was refined around the plate and the scattering matrix was
computed for an inlet Mach number of 0.1. The result is compared to the
scattering matrix computed with the original Mesh in Figure 6.15. It can
be observed that refining the mesh does not significantly influence the result,
implying that the original mesh is fine enough to capture the scattering. This
was also observed in Section 6.1, where refining the mesh did not significantly
change the pressure loss over the plate. The small differences that can be
observed are within the uncertainty in the results, due to a small difference
in the inlet Mach number and a shorter simulation time for the finer Mesh.
Most difference can also be observed in the downstream reflection and the up-
to downstream transmission, which are the most sensitive to flow disturbances
and thereby the simulation time, see Section 6.4.1.

6.2.2. Spatial Discretization Scheme

The sensitivity to the spatial discretization scheme has been investigated by
changing from the central scheme otherwise used to a blended (upwind and
central) scheme. Figure 6.14 of the instantaneous flow field shows that the
blended scheme, as expected, is much more dissipative. Studying the mean
pressure drop over the orifice it is reduced from 23000 Pa to 21000 Pa when
changing to the blended scheme. This results in a change of the pressure loss
coefficient from 28.0 to 25.7.

The scattering matrix has also been computed with the blended scheme
and the result can be compared to that with a central scheme in Figure 6.16.
No clear influence on the result can however be observed, except for in the
phase of the downstream reflection, where there is some noise in the results.
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Figure 6.15. The scattering matrix computed with two dif-
ferent grids around the plate. The top four figures are the
amplitude and the bottom four are the phase.
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Figure 6.16. The scattering matrix computed with a blended
(upwind and central) or a central discretization scheme. The
top four figures are the amplitude and the bottom four are the
phase.
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6.3. Sensitivity to Boundary Conditions

6.3.1. Slip vs No-Slip Duct Walls

When the acoustic velocity is averaged over a duct cross-section it is assumed
that it is constant, i.e. that there are no effects from the wall where it physically
is zero. For acoustic calculations it is therefore preferable to use a slip boundary
condition at the duct wall. Using slip walls also reduces the required mesh size,
since no boundary layer has to be resolved, whereby a substantial reduction of
the computational time is attained.

In Figure 6.17 and 6.18 it can be observed that having a slip, instead of
a no-slip, boundary condition on the duct wall has some influence on the flow
field next to the wall and close to the orifice. With a no-slip duct the flow turns
to the orifice a bit earlier, so a small circulation zone appears in the corners in
front of the plate. Downstream of the plate the duct wall boundary condition
affects the characteristics of the recirculation zone.

The scattering matrix has been computed with slip and no-slip duct walls
and the results are compared in Figure 6.19. It shows that using slip walls
seems to reduce some of the noise in the result, but it does not change the
average level of the reflection and transmission coefficients. This effect could
be due to the averaging over cross-sections that is performed, but there can
also be an effect from the shorter simulation time in the no-slip simulation.
The result does however show that the scattering by the considered object is
not sensitive to the duct wall boundary condition.

The influence of the plate wall boundary condition has been investigated
by simulating the scattering with slip and no-slip plate walls, respectively. The
result, shown in Figure 6.20, indicates that enforcing a zero velocity at the wall
does not significantly change the scattering compared to using slip plate walls.
The difference that can be observed between the two results is due to noise.
The explanation for the observed insensitivity to the plate boundary condition
is the sharp plate edges.

6.3.2. Influence of Inlet Mach Number

The scattering by an object is influenced by the flow around it and therefore by
the Mach number. The scattering matrix has been computed for two different
inlet Mach numbers, 0.1 and 0.08, with the short duct. The result is shown
in Figure 6.21, where it can be observed that the Mach number significantly
influences the amplitude of the scattering, while there is no clear effect on the
phase. The different noise levels in the results are within the uncertainty due
to a shorter simulation time for the lower Mach number. The results show that
increasing the inlet Mach number increases the reflection and decreases the
transmission, in accordance with the measurements and the model presented
in Allam & Åbom (2005).
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Figure 6.17. In-plane velocity vectors with no-slip duct walls
at the top and with slip duct walls at the bottom.

Figure 6.18. Mean velocity with no-slip duct walls at the top
and with slip duct walls at the bottom.
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Figure 6.19. The scattering matrix computed with a slip or
no-slip duct wall boundary condition. The top four figures are
the amplitude and the bottom four are the phase.
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Figure 6.20. The scattering matrix computed with a slip or
no-slip plate wall boundary condition. The top four figures are
the amplitude and the bottom four are the phase.
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Figure 6.21. The scattering matrix computed with two dif-
ferent inlet Mach numbers. The top four figures are the am-
plitude and the bottom four are the phase.
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Figure 6.22. Position of the planes used for evaluating the
post-processing methods. The distance between two planes is
either 5 cm or 10 cm, depending on the position. The planes
are numbered in successive order, i.e. the first upstream plane
is number 1 and the first downstream plane is number 11. The
figure is not to scale.

6.4. Effect of Flow Noise Suppression Methods

The flow will contain both acoustic and turbulent fluctuations and when the
acoustics is studied it is important to be able to accurately suppress the flow
noise and extract the acoustic waves. When waves are excited externally it is
also important to distinguish them from the flow generated sound. In LES this
is further complicated by short time series due to long simulation times. The
methods used and tried for extracting the acoustic waves have been described in
Section 4.4. Here the result of an evaluation of the different methods used and
their influence on the signal and the resulting scattering matrix is presented.

The evaluation of some of the noise suppression methods has been per-
formed with fluctuations corresponding to an analytical wave added to the
flow fluctuations from a LES of the flow through the orifice plate at an inlet
Mach number of 0.08. The analytical wave is created as a sum of sine waves
for first the case of an upstream and then a downstream excitation. For each
sine wave the up- and downstream wave components are calculated at each
evaluation cross-section, using a defined excitation amplitude and scattering
matrix, the sound and flow speeds from the simulation, the cross-section po-
sitions and assuming non-reflecting in- and outlet boundaries. At each plane
the sum of the fluctuations corresponding to each sound wave is calculated
and used to determine the acoustic pressure and velocity fluctuations using the
inverse of Equation (3.22). Finally these acoustic fluctuations are added to
the flow fluctuations from the simulation and the evaluation of the scattering
matrix is performed using all steps described in Section 4.4.

The position of the planes used for this evaluation, compared to the position
of the orifice and the domain boundaries, can be seen in Figure 6.22. The
distance between two adjacent planes is either around 5 cm or 10 cm depending
on the position of the planes. The inlet is situated 0.87 m upstream of the
orifice, the first upstream plane is 0.8 m from the orifice and the last upstream
plane is 0.1 m from the orifice. The first downstream plane is situated 0.2 m
downstream of the orifice, the last downstream plane is 1.6 m from the orifice
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and the outlet is 2 m from the orifice. The planes are numbered in successive
order, which means that the first upstream plane is number 1 and the first
downstream plane is number 11.

6.4.1. Excitation Amplitude

The theoretical lower limit for the excitation amplitude, when extracting ex-
ternally excited waves, has been investigated with the analytical waves. The
full evaluation of the scattering matrix has been performed with different am-
plitudes of the analytical waves. The result can be seen in Figure 6.23, which
shows that as the amplitude is decreased the random error increases. It can
further be observed that the biggest problem occur for the transmission from
up- to downstream and for the downstream reflection.

In reality the amplitude cannot be set arbitrarily high, since it will lead
to non-linear effects, where the result is dependent on the excitation ampli-
tude and the method used no longer is valid. However, in Figure 6.23 it was
shown that rather high amplitudes are required for each frequency component,
which can result in high total amplitudes for the acoustic variables when the
component are added together. To check for non-linear effects the scattering
matrix has been simulated in the long duct with three different total excitation
amplitudes. The highest total amplitude has the highest amplitude for each
frequency component and all frequencies are in phase. The cases with lower
total amplitudes have a lower amplitude per frequency component and the com-
ponents are randomly phase shifted. The case with the lowest total amplitude
also has fewer simulated frequencies. The results, which can be seen in Figure
6.24, show that non-linear effects are a problem, since the result depends on
the excitation amplitude and a higher excitation amplitude gives a ”noisy” fre-
quency dependence. This is due to energy being transferred between different
harmonics and all excited frequencies are harmonics of the lowest frequency,
which is 100 Hz. That the amplitude dependent noise is not flow noise is clear
for two reasons. The first is that a higher amplitude should reduce the flow
noise, which also was seen for the analytical waves. The other one is that it
is strong in the upstream reflection, which is insensitive to flow noise, due to
the smooth upstream flow. As the amplitude is reduced the non-linear effects
are reduced and since the present non-linearities do not seem to significantly
influence the level of the elements it is assumed that the lowest excitation level
used can be considered linear.
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Figure 6.23. The scattering matrix of analytical waves added
to a flow field for different wave amplitudes. The amplitudes
given are per frequency component. The amplitude is shown
in the top four figures. The bottom figure shows the phase,
where star symbols are for a 100 Pa amplitude and circles are
for a 50 Pa amplitude.
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Figure 6.24. The scattering matrix from three simulations
with different excitation amplitudes. The top four figures are
the amplitude and the bottom four are the phase.
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A measure for non-linear effects can be expressed in terms of the ampli-
tude of the velocity fluctuations relative to the mean velocity in the orifice.
The mean velocity in the orifice is 122 m/s and without excited waves the
maximum amplitude of the velocity fluctuations is around 1.5 m/s. The ve-
locity fluctuations from the highest excitation amplitude can be seen in Figure
6.25. It can be observed that the maximum acoustic velocity is above 15 m/s,
which means that it is at least 12 % of the mean velocity at the orifice. For the
medium amplitude case the maximum velocity fluctuations are around 7 m/s,
which is just below 6 % of the mean velocity. For the lowest amplitude case
the maximum velocity fluctuations are below 4 m/s, which is around 3 % of
the mean velocity. These results indicate that non-linear effects start to appear
when the amplitude of the acoustic velocity fluctuations becomes higher than
around 1 % of the mean velocity. This can be compared with the low Mach
number measurements performed by Testud et al. (2009), for which non-linear
effects did not appear until the r.m.s. acoustic fluctuations became around 10
% of the mean velocity.
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Figure 6.25. Axial velocity fluctuations in the middle of the
orifice for the highest amplitude case. The left figure shows the
result for upstream excited waves and the right figure shows
the result for downstream excited waves.
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Figure 6.26. Comparison of the fluctuations at a point in the
middle of the duct and the cross-section average fluctuations
2 dm downstream of the plate. From a simulation without
externally excited waves at the top and with an externally
excited 1000 Hz wave at the bottom.

6.4.2. Cross-Section Average

In the plane wave frequency range the acoustic pressure and velocity are con-
stant at cross-sections of the duct. Turbulent fluctuations can then be reduced
by calculating the cross-section average fluctuations. In Figure 6.26 the fluctu-
ations at a point in the middle of the duct can be compared to the cross-section
average fluctuations for the case of just a flow field and the case of an externally
excited wave. It can be observed that much of the unwanted flow fluctuations
are averaged away, especially for the velocity.
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6.4.3. Characteristics Based Filtering

Fluctuations that do not propagate with the speed of sound are suppressed
using the characteristics based filtering (CBF) method proposed by Kopitz
et al. (2005). By averaging over a number of planes (duct cross-sections), using
the acoustic propagation speed, non-acoustic disturbances, e.g. turbulence, are
averaged away.

The evaluation of the CBF has been performed by calculating the scattering
matrix for the analytical waves using different planes. The reason for using the
analytical waves is that in the simulations the result might be influenced by
other effects then flow disturbances, e.g. non-linear propagation or near field
effects close to the orifice or boundaries. The resulting scattering matrix can
be seen in Figure 6.27 for the variation of upstream planes, in Figure 6.28 for
different downstream planes and in Figure 6.29 for different downstream plane
combinations. The position of the planes in the duct can be seen in Figure
6.22.

Figure 6.27 show that varying the upstream planes does not affect the re-
sult, which is as expected since there is a uniform inflow and therefore no flow
disturbances upstream of the plate. This means that the error compared to
the analytical solution is due to flow generated noise at the studied frequencies,
which is much more difficult to filter away. Figure 6.28 and 6.29 further show
that except for at the plane closest to the orifice (approximately 2 dm down-
stream) there are no significant non-acoustic fluctuations at the downstream
side either. This is probably due to the fact that the planes are situated down-
stream of the breakup of the jet, where the mesh is stretched implying that
turbulent fluctuations are dissipated. Furthermore, the cross-section average
has significantly reduced the turbulent fluctuations that are left. These results
imply that as long as the plane is situated far enough downstream, where there
are no significant non-acoustic (turbulent) fluctuations left in the simulation,
the CBF method does not improve the result. However, if there are planes
closer to the object, or if higher frequencies that require a finer grid spacing
are studied, the CBF method will suppressing non-acoustic fluctuations.
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Figure 6.27. The scattering matrix for the analytical waves
computed with different or averages of different upstream
planes (and all downstream planes). The top four figures are
the amplitude and the bottom is the phase, where star is all
planes, circle is plane 10, square is plane 9 & 10 and diamond
is plane 1
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Figure 6.28. The scattering matrix for the analytical waves
computed with different downstream planes (and all upstream
planes). The top four figures are the amplitude and the bottom
is the phase, where star is all planes, circle is plane 11, square
is plane 13 and diamond is plane 29
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Figure 6.29. The scattering matrix for the analytical waves
computed with different or averages of different downstream
planes (and all upstream planes). The top four figures are
the amplitude and the bottom is the phase, where star is all
planes, circle is plane 13, square is plane 13 to 16 and diamond
is plane 15 to 18.
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6.4.4. Phase Averaging

Phase averaging, also called synchronized time domain averaging, is an efficient
way to suppress noise when discrete frequencies are studied. By averaging over
one period of the wave, fluctuations that are not at that frequency or harmon-
ics of it, or that have a non-constant phase, are eliminated. How good this
elimination becomes depends on the number of periods used for the averaging.
An example of the effect of phase averaging on the time signal can be seen in
Figure 6.30 for different number of averages of a 1000 Hz analytical wave. It
can clearly be observed that increasing the number of averages gives a time
signal that looks more and more like a sine wave.

The scattering matrix calculated with different number of averages of the
analytical waves can be seen in Figure 6.31. It can be observed that increasing
the number of averages has a strong effect to start with, especially for the
amplitude of the elements, but as the number of averages increase the visible
effect decreases. It can further be observed that it is the downstream reflection
and the transmission from up- to downstream that are most effected by the
number of average used.

6.4.5. Cross-Correlation with Excitation Signal

The incoming, reflected and transmitted sound waves are correlated with the
excitation signal, while the flow generated sound is assumed to be uncorrelated
with it. It was therefore tested if calculating the cross-correlation between
the sampled signals and the excitation signal improved the result compared to
only using phase averaging, which has the same effect. Figure 6.32 shows a
comparison between using the cross spectra or only synchronized time domain
averaging for two different numbers of averages. It can clearly be seen that
using the cross spectra does not influence the result.
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Figure 6.30. Phase averaging of an analytical 1000 Hz wave
using different number of periods for the averaging.
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Figure 6.31. The scattering matrix calculated with different
number of averages of the analytical wave. The top four figures
are the amplitude and the bottom is the phase, where star is
65 averages, circle is 39 averages and square is 19 averages.
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Figure 6.32. The scattering matrix calculated with the cross-
spectra (Cor) between the sampled signals and the excitation
signal or only synchronized time domain averaging (ST), for
39 or 29 averages. The top four figures are the amplitude and
the bottom figure is the phase, where star is ST P39, circle is
Cor P39, square is ST P29 and diamond is Cor P29.
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6.5. Comparison with Measurements and Theory

The computed scattering has, for an inlet Mach number of 0.08, been compared
to measurements and theory by Allam & Åbom (2005), which is summarized
in Section 3.7.1. To reduce flow noise the scattering matrix has been computed
in the longer duct and with thirty phase averages. Figure 6.33 shows the
amplitude and the phase and Figure 6.34 shows the real and the imaginary
parts of the elements compared to measurements and theory, where the latter
only gives the real part.

The simulations show reasonable agreement with the measurements for the
amplitude of the scattering matrix elements and for the phase of some of the
elements, see Figure 6.33. However, while the amplitude of the downstream
coefficients agree very well with measurements, the upstream reflection and
partly also the up- to downstream transmission become slightly higher than
in the measurements. Possible explanations for this discrepancy are discussed
below.

The discrepancy observed for the phase in Figure 6.33 is due to the mea-
surements having a phase dependency not seen in the simulations. Studying
the real and imaginary parts of the elements, Figure 6.34, also show a phase
variation in the measurements that is not observed in either the simulations or
the theory, where the latter is completely frequency independent. This indi-
cates that there is a problem with the phase in the measurements. The phase is
however the most difficult parameter to determine accurately, since it involves
moving the elements from the measuring position to the object. This procedure
has been shown to be sensitive to the Mach number (Holmberg 2010), which
is easier to retrieve from a simulation than a measurement, and a small error
could result in the observed frequency dependence.

If the amplitudes of the scattering matrix elements are studied in Figure
6.33 it is clear that there is a very good agreement between simulations and
measurements for the downstream coefficients, while the upstream coefficients
are moderately higher in the simulations. Studying the theory, shown in Fig-
ure 6.34, it is observed to agree well with the measured upstream coefficients,
while it proposes slightly higher values for the downstream coefficients. This
discrepancy could be due to compressibility effects that are neglected in the
theory, but clearly are present in the flow due to the high jet Mach number, see
Section 6.1. The compressibility could also influence the elements connected
with upstream excited waves, but it is not likely to explain the discrepancy
between the simulations and the measurements.

Even though the theory has some problems due to neglecting compressible
effects, it might be used to get an idea of what could cause a discrepancy
between the computed and measured results. According to the theory the
reflection and the transmission coefficients are the same from both directions
and depend on the parameter @A@, where @ is the inlet Mach number and
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A@ is the pressure loss coefficient over the plate. When the parameter @A@ is
decreased the reflection is also decreased, while the transmission is increased.
The discrepancy in the amplitude can therefore not be explained directly by
the trends predicted by the theory. The Mach number was in Section 6.3.2
shown to affect the solution in accordance with the theory, so an error in the
Mach number would not explain the observed discrepancy. The pressure loss
over the plate was in Section 6.1 shown to be slightly higher in the simulations
than the theoretical value, but not enough to bring the theoretical reflection up
to the simulated one. Furthermore, it has not been possible to test the effect of
changing the pressure loss without changing the Mach number, since it would
involve moderately rounding the corners of the orifice.

The fact that both the reflection and the transmission of waves coming
from the upstream direction become too high indicates that less of the acoustic
energy is converted to vorticity in the simulations and/or that there is less dis-
sipation. The dissipation in the duct should however be small at least for the
lowest frequencies, which implies that it is the dissipation at the plate that is
interesting. Furthermore, the conversion of acoustic energy is better captured
for waves coming from the downstream direction. This dependency on propa-
gation direction could be explained by the acoustic wave seeing the geometry
differently from the two directions due to the flow field. A wave coming from
the upstream side clearly impinges on the upstream edge of the orifice, while
the jet, with the vena contracta effect, partly hides the downstream edge from
downstream excited waves. Errors in the prediction of the interaction between
the wave and the sharp edge could therefore give a larger effect for waves com-
ing from the upstream direction. An insufficient grid resolution at the plate
could account for this effect, but since a grid refinement of this area did not
significantly affect the result, see Section 6.2.1, it does not seem to be the cause
for the discrepancy. It can further be considered that both the conversion of
acoustic energy to vorticity and the dissipation of acoustic energy are governed
by viscous effects. The physical viscosity should be the same in the measure-
ments and the simulations, but if the artificial dissipation that is added to the
LES is too low it might influence the result. However, a simulation with the
more dissipative blended (upwind and central) discretization scheme did not
seem to significantly influence the result, see Section 6.2.2.

There are also other possible effects that could influence the result. One
is non-linearities, which were shown to be a problem in Section 6.4.1, but de-
creasing the amplitude did not show a trend that would explain the too high
upstream coefficients. Startup effects can also influence the result, since it is
difficult to ensure a totally statistically steady state case with short simula-
tion times and totally reflecting boundaries, but it has been tested to vary the
amount of data neglected at the start without a significant effect. It is also
possible that the data extraction is too close to the orifice and therefore still in
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the near field. However, this effect should be frequency dependent and vary-
ing the planes used for the post processing did not indicate that this factor
is significant. Another possibility is that the lack of disturbances in the sim-
ulated upstream flow affected the result. However, Kierkegaard et al. (2008)
performed linear 2D simulations of the scattering by the same geometry (using
the mean flow from another simulation) with very good results compared to
the measurements at a lower Mach number (@ = 0.054). The difference in the
scattering matrix could then come from differences in the mean flow, but they
should be smaller than the differences due to slip or no-slip duct walls that
were shown not to be important in Section 6.3.1. The fact that the linear 2D
simulations by Kierkegaard et al. (2008) gave good results then imply that the
discrepancy has to do with the interaction between the wave and the orifice
plate.
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Figure 6.33. The scattering matrix compared with measure-
ments. The top four figures are the amplitude and the bottom
four are the phase.
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Figure 6.34. The scattering matrix compared with measure-
ments and theory. The top four figures are the real parts and
the bottom four are the imaginary parts of the elements.



CHAPTER 7

1D Results

In this chapter the results of 1D CFD simulations with the commercial software
GT-Power are presented. The aim is to investigate the limitations in computing
the scattering of acoustic waves with a 1D CFD tool for engine simulations.
The scattering has been computed both for the orifice plate studied with LES
and for a turbocharger compressor.

7.1. Orifice Simulations

Here the results from the 1D simulations of the scattering by an orifice plate
are presented. The geometry is the same as in the 3D simulations presented
in chapter 6, i.e. it is a circular duct with a diameter of 57 mm and a 2 mm
thick orifice plate with an area contraction ratio of 0.28. The simulations have
been performed with the inlet Mach numbers 0.080 and 0.054. The results
are presented in form of the scattering matrix, where the upstream coefficients
correspond to the upstream reflection and the up- to downstream transmission
and the downstream coefficients correspond to the downstream reflection and
the down- to upstream transmission.

The results from the 1D simulation with specified orifice thickness and rec-
ommended discharge coefficient are compared to measurements in Figure 7.1
and 7.2, for the inlet Mach numbers 0.08 and 0.054, respectively. For the phase
of the scattering matrix the 1D simulations agree well with the measurements,
with the exception of the downstream transmission at the higher Mach number.
This discrepancy has also been found for the 3D LES, where it has been argued
that the phase is the most difficult parameter to determine accurately, since it
involves moving the elements from the measuring position to the object. This
procedure is sensitive to the Mach number, which is easier to retrieve from
a simulation than from a measurement, and a small error could result in the
observed frequency dependence. For the amplitude of the reflection there is a
poor agreement with the measurements, except for at very low frequencies at
the higher Mach number. For the amplitude of the transmission coefficients
the agreement is somewhat better. A clear frequency dependence, which is
stronger for the lower Mach number case, can be observed in the simulations,
while the measurements are frequency independent. The 3D LES results pre-
sented in Chapter 6 and theory by Allam & Åbom (2005), which is summarized

105
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in Section 3.7.1, also suggests that the scattering should be frequency indepen-
dent, indicating a problem with the 1D simulations. In an attempt to find a
cause for the observed discrepancy some parameters have been varied in the
simulations, for the inlet Mach number 0.08, as described below.

To make sure that the problem setup is linear, simulations have been per-
formed for two excitation amplitudes. The result, which can be seen in Figure
7.3, show that the problem is linear for the used excitation amplitude.

A parameter that can influence the result is the discharge coefficient, which
is connected to the vena contracta of the orifice. In Figure 7.4 the result from
slightly varying the discharge coefficient around its recommended value of 0.8
can be seen. It can be observed that the discharge coefficient only has an in-
fluence on the amplitude of the elements and that the effect is slightly larger
for lower frequencies. It can also be observed that an error in the discharge
coefficient would not explain the discrepancy compared to the measurements.
Furthermore, the effect of varying the discharge coefficient is as expected, where
a higher value gives a lower reflection and a higher transmission, since it indi-
cates that the orifice edges are more rounded.

Another parameter that can influence the result is the orifice thickness.
In the above simulations it has been set to the physical thickness of 2 mm.
However, in the software used it is recommended to neglect the thickness for
thin orifices. A simulation with neglected orifice thickness was therefore per-
formed. The discharge coefficient was in this case set to default, which is the
recommended option for 0 thickness orifices. The result, shown in Figure 7.5,
indicates that neglecting the thickness might be better than specifying it, since
it removes most of the frequency dependence seen in the amplitude, while it
does not significantly change the phase of the elements. However, the level of
the amplitudes becomes wrong, with too large reflections and too low transmis-
sions, indicating that the discharge coefficient has to be specified to a higher
value than the default. At the same time, the discharge coefficient affect the
mean pressure drop over the orifice and it might not be desirable to change
this.
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Figure 7.1. The orifice scattering matrix at an inlet Mach
number of 0.08, computed with 1D simulations, compared to
measurements. The top four figures are the amplitude and the
bottom four are the phase.
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Figure 7.2. The orifice scattering matrix at an inlet Mach
number of 0.054, computed with 1D simulations, compared to
measurements. The top four figures are the amplitude and the
bottom four are the phase.
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Figure 7.3. The orifice scattering matrix computed with 1D
simulations and two different excitation amplitudes at an inlet
Mach number of 0.08. The top four figures are the amplitude
and the bottom four are the phase.
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Figure 7.4. The orifice scattering matrix computed with 1D
simulations with different discharge coefficients (where 0.8 is
the recommended) at an inlet Mach number of 0.08, compared
to measurements. The top four figures are the amplitude and
the bottom four are the phase.
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Figure 7.5. The orifice scattering matrix computed with 1D
simulations with the plate thickness either neglected or set
to the true 2 mm, compared to measurements. The top four
figures are the amplitude and the bottom four are the phase.
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Figure 7.6. Compressor map for the Garret compressor, with
the simulated operating points marked with black circles.

7.2. Compressor Simulations

Here the results from the 1D simulations of the scattering by a turbocharger
compressor are presented in form of the transmission loss over the compressor.
From an engine point of view the upstream transmission loss is the most inter-
esting, since it gives the loss of acoustic power in the direction of propagation
of the engine pulses generated at the cylinders. The downstream transmission
loss is however interesting from an academical point of view and will also be
considered.

To investigate the limitations of the 1D compressor model simulations have
been performed at nine operating points of a Garret compressor, for which
Tiikoja et al. (2010) have measured the scattering of acoustic waves. The
simulated operating points can be seen together with the map of the Garret
compressor in Figure 7.6. Simulations have been performed with the different
model setups described in Section 5.4 and with a damped or un-damped map,
i.e. the mass flow fluctuations in the map are either damped or not (using a
built in damping function).

The first operating point is that for the compressor standing still without
any mass flow. This is not a realistic operating point from an engine point of
view, but it is interesting from an academic perspective. However, the code
is not capable of handling this region of the map and the incoming waves are
almost completely reflected, resulting in a very high transmission loss (over 100
dB). Therefore only the operating points two to nine are shown and discussed
in the results presented below.
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Figure 7.7. The transmission loss of the un-damped map
computed with different excitation amplitudes, measured in
per cent of the mean inlet velocity. Operating point four.

7.2.1. Excitation Amplitude

To make sure that the problem is in the linear regime the excitation amplitude
has been varied. This was done for three different setups: the un-damped
map, the damped map and the un-damped map with added volumes, since the
linearity might be different for different elements and settings. The result for
the un-damped map can be seen in Figure 7.7, which shows that map gives
a linear response to the fluctuations at all tested excitation amplitudes. The
result for the damped map can be seen in Figure 7.8, which shows that the
damping introduces non-linearities that require a lower excitation amplitude
than the un-damped map. The shown operating points (two and four) had the
largest influence of the excitation amplitude, but the difference for the two lower
amplitudes is assumed to be small enough to be neglected. Furthermore, the
implementation of the added damping might be such that the problem never
becomes completely linear. The results for the un-damped map with added
volumes can be seen in Figure 7.9, for the two operating points (two and five)
that were most affected by the excitation amplitude. It can be observed that
the two lower amplitudes give the same result at operating point five, while
it is the two higher amplitudes that give the same result at operating point
two. This indicates that the highest excitation amplitude is too high for some
operating points, while the lowest is too low (drowned by noise). However,
the results indicate that the simulations with the medium amplitude can be
considered linear.
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Figure 7.8. The transmission loss of the damped map com-
puted with different excitation amplitudes, measured in per
cent of the mean inlet velocity. The top and bottom figures
are for the operating points two and four, respectively.
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Figure 7.9. The transmission loss of the un-damped map
with spherical volumes computed with different excitation am-
plitudes, measured in per cent of the mean inlet velocity. The
top and bottom figures are for the operating points two and
five, respectively.
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7.2.2. Transmission Loss of the Un-damped Map

To investigate the effect of the operating point on the transmission loss, it
has been compared to measurements for the setup with an un-damped map.
The results, see Figure 7.10, show that the un-damped map gives a frequency
independent transmission loss. In the measurements this is also the case for
lower frequencies (up to around 500 Hz). However, there is a large discrepancy
in the level of the transmission loss for most operating points. The exception
is some operating points that show a reasonable agreement for either the up-
or downstream transmission loss (never both), but there is no clear trend as to
where in the map these points are located.

It is also of interest to study the trends of the simulation results, shown in
Figure 7.10, due to changes in mass flow or pressure ratio. Increasing the mass
flow results in an increased transmission loss, which is in agreement with the
measurements. Increasing the pressure ratio, at constant mass flow, results in
a decreased transmission loss, with the exception of operating point five. In the
measurements this trend is only observed for the higher mass flow operating
points (six to eight) and the effect is weaker. A reason for operating point five
not following the trend has not been found, but it could be due to the point
being so close to the surge line that it is crossed during part of the acoustic
period. This means that the code has to extrapolate data to a region where no
input data is available from the map.

7.2.3. Effect of Model Setup

As was observed in Figure 7.10, of the transmission loss of the un-damped
map, the map is not capable of capturing the influence the compressor has
on incoming pulsations. Simulations with different model setups, described in
Section 5.4, where therefore performed. In these setups volumes (in the form
of different type of elements) are added up- and downstream of the map, to
take into account the volumes inside the compressor, as proposed by Rämmal
& Galindo (2010), who successfully simulated the passive acoustic properties
of a compressor using a 1D CFD code.

The effect of changing the model setup is presented in Figure 7.11 and
7.12 for simulations with the un-damped map. It can be observed that adding
extra ducts to compensate for the volumes increases the transmission loss for
operating point four and five, while it does not significantly affect the result
for the other operating points. An increased transmission loss could be due
to dissipation in the ducts, since the code has proven dissipative even when
the wall friction is set to zero, but then it should be visible for all operating
points. However, no other explanation has been found for the effect of the
extra ducts. Adding volumes in the form of flow split elements results in an in-
creased transmission loss with increasing frequency, but the level for the lowest
frequencies is relatively unchanged compared to the results with only the map.
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Figure 7.10. Comparison of the measured transmission loss
and that computed with the un-damped map for the different
operating points, which can be seen in Figure 7.6. Solid lines
are measurements and dashed lines are simulations.

The general flow split element (FSplit) gives a slightly higher transmission loss
than the spherical, but in general they produce the same result. Compared to
the measurements the added volumes improve the result, but there is still a
large discrepancy. This is due to the map giving the wrong level of the trans-
mission loss and the frequency dependence introduced by the volumes being
different than that observed in the measurements, especially for the upstream
transmission loss.

7.2.4. Effect of Damping Mass Flow Fluctuations in the Map

To investigate the effect of damping the mass flow fluctuations in the map
simulations with a damped map have been performed for the setup with only
a map and for the setup with spherical flow split volumes. The results can
be compared to measurements and simulations with an un-damped map in
Figure 7.13 and 7.14, for the eight operating points. It can be observed that
the damping increases the transmission loss for higher frequencies and that
the effect is stronger for operating points in map regions with flat speed lines,
which is as expected. The damping also introduces significant scattering in
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Figure 7.11. Comparison of the measured transmission loss
and that computed with different setups and the un-damped
map. For the operating points two to five, starting with two
at the top, where the positions of the operating points in the
map can be seen in Figure 7.6.
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Figure 7.12. Comparison of the measured transmission loss
and that computed with different setups and the un-damped
map. For the operating points six to nine, starting with six
at the top, where the positions of the operating points in the
map can be seen in Figure 7.6.
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the result for operating points close to the surge line, which is not desirable.
For the lowest frequencies the damping does not significantly affect the result
(except for the noise observed at some operating points). Compared to the
measurements the damping improves the result slightly for the setup with only
the map, by introducing a frequency dependence. However, there is still a large
discrepancy due to the map giving the wrong level of the transmission loss and
the frequency dependence introduced by the damping being different than that
observed in the measurements, especially for the upstream transmission loss.
For the setup with added volumes the damping increases the transmission loss
to too high levels.
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Figure 7.13. Comparison of the measured transmission loss
and that computed with or without mass flow damping in the
map. For the operating points two to five, starting with two
at the top, where the positions of the operating points in the
map can be seen in Figure 7.6.
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Figure 7.14. Comparison of the measured transmission loss
and that computed with or without mass flow damping in the
map. For the operating points six to nine, starting with six
at the top, where the positions of the operating points in the
map can be seen in Figure 7.6.



CHAPTER 8

Summary, Conclusions and Future Work

8.1. 3D LES

In this work a method for studying the scattering of low frequency plane waves
through LES has been investigated. The geometry used is a ducted orifice plate.
The method is based on external excitation of a sum of harmonic acoustic waves
and one of the main issues is to separate the acoustic fluctuations associated
with these waves from the flow fluctuations. The effect of several different flow
noise suppression methods have been evaluated with the following result:

∙ The excitation amplitude has to be carefully chosen, such that it is high
enough to dominate over the flow generated noise and at the same time
low enough to avoid non-linear effects. The performed simulations indi-
cate that non-linear effects start to appear when the amplitude of the
acoustic velocity fluctuations becomes higher than around 1 % of the
mean velocity. When the in- and outlet boundary conditions are reflec-
tive resonance frequencies have to be avoided, since they give rise to
high acoustic amplitudes and thereby non-linear effects.

∙ Using cross-section averages is an efficient way of suppressing turbulent
fluctuations in the plane wave range. This method works better if slip
boundary conditions are used at the walls of the duct. Thereby a uni-
form acoustic velocity at each cross-section is created.

∙ A sufficient number of phase averages have to be gathered in order to
suppress statistical noise. The number of averages needed depends on
the flow and where in the domain data is sampled.

∙ Correlating the sampled fluctuations with the excitation frequencies, to
eliminate uncorrelated fluctuations, does not reduce the noise.

∙ Non-acoustic fluctuations can be suppressed by using the characteristics
based filtering method such as proposed by Kopitz et al. (2005), i.e.
averaging several cross-sections using the acoustic propagation speed.
This does not however, give a significant effect if the mesh is stretched
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so the turbulence is dissipated anyway while, the low frequency waves
still are resolved.

The simulated scattering by the orifice plate has been compared to measure-
ments for an inlet Mach number of 0.08. The downstream reflection and the
down- to upstream transmission are in good agreement with the measurements.
At the same time the amplitude of the upstream reflection, and partly also the
up- to downstream transmission, becomes slightly too large compared to the
measurements. However, it should be noted that the trend of a frequency inde-
pendent scattering is present in both the simulations and the measurements. A
rational explanation for the observed discrepancy has not yet been formulated,
even though the effect of several different parameters have been studied with
the following conclusions:

∙ The parameter that has the strongest influence on the result is the inlet
Mach number. Decreasing the Mach number results in lower reflections
and higher transmissions, as expected. However, the uncertainty in the
inlet Mach number in the measurements cannot explain the observed
discrepancy, since it affects all coefficients.

∙ Both the reflection and the transmission of waves coming from the up-
stream direction are too high, indicating that not enough of the acoustic
energy is converted to vorticity at the plate edges in the simulations.
This is also implied by the fact that the linear 2D simulations performed
by Kierkegaard et al. (2008), using a mean flow at a lower Mach num-
ber (@ = 0.054), gave good results compared to measurements and the
fact that the change in the flow field when changing the wall boundary
conditions from slip to no-slip did not significantly influence the result.

∙ The fact that the discrepancy only is seen for waves coming from the
upstream direction could be explained by the acoustic waves seeing the
geometry differently from the two directions due to the flow field. A
wave coming from the upstream side clearly impinges on the upstream
edge of the orifice, while the jet, with the vena contracta effect, partly
hides the downstream edge from downstream excited waves. Errors in
the prediction of the interaction between the wave and the sharp edge
could therefore give a larger effect for waves coming from the upstream
direction. An insufficient grid resolution at the plate could result in the
observed effect. However, a grid refinement of this area did not improve
the result.

8.1.1. Future Work

The work on the orifice configuration presented in this thesis will be continued
in order to get a better understanding of the discrepancies found between the
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simulations and the measurements. In the following work the sound generation
will also be considered and methods, based on LES, to study the sound gener-
ating mechanisms in higher Mach number internal flows will be investigated.
Besides new simulations, measurements of both the acoustics and the flow field
will be performed, in order to validate the simulations.

The continued study will be performed for different flow situations, up to
supersonic jet Mach numbers, to also investigate the effect of shocks. Further-
more, a thicker orifice plate will be considered to be able to study the whistling
phenomena and the increase in acoustic energy that can be observed for the
scattering at certain frequencies.

8.2. 1D Simulations

In industry 1D CFD programs for engine simulations are often used to pre-
dict engine performance. Sometimes also the acoustic pulsations, which are a
part of the simulation, are studied. In this work the capability of the com-
mercial program GT-Power to simulate the scattering of low frequency plane
waves has been investigated for an orifice plate and a turbocharger compressor,
respectively.

The orifice is a common object in engine models, which implies that it is
important that it accurately can handle pulsating flows. Furthermore, it is a
simple object that should be capable of predicting the pulsating flow. However,
the amplitude of the simulated scattering of acoustic waves, at two inlet Mach
numbers (@ = 0.08 and @ = 0.054), showed large discrepancies compared to
measurements and theory. The most important results of the simulations are
the following:

∙ Both measurements and theory predict a frequency independent scat-
tering, while the simulations give a frequency dependence.

∙ By neglecting the plate thickness this frequency dependence is signifi-
cantly reduced, but a large discrepancy could be observed for the level
of the amplitude.

∙ An object parameter that is shown to have a significant influence on the
level of the amplitude is the discharge coefficient, which is related to the
vena contracta of the jet.

As a conclusion it can be said that by neglecting the plate thickness and spec-
ifying the discharge coefficient to a different value than the recommended it
might be possible to tune the model to match the measurements. However, the
discharge coefficient also affect the mean pressure drop over the orifice, which
might not be desirable.

Compressors are usually modelled with performance maps, which describe
their fluid mechanical properties at steady state. In GT-Power there is also an
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option of damping the mass flow fluctuations, since they can become large even
for small pressure fluctuations in some regions of the map. Simulations have
been performed both with and without this damping. Furthermore, it has been
tested to add artificial cavities (volumes) up- and downstream of the map to
take into account the accumulation of mass inside the compressor during the
acoustic pulse. It should however be mentioned that the code automatically
adds a default orifice object between the volume and the map, which cannot be
removed. The compressor transmission loss was simulated for nine compressor
operating points and the results showed a large discrepancy compared to the
measurements for all model setups. The most important effects of the different
model setups are the following:

∙ The undamped map gives a frequency independent transmission loss,
which also can be observed for lower frequencies in the measurements.
There are however large discrepancies in the level for many of the oper-
ating points and there is no trend as to where in the map these points
are located.

∙ Adding mass flow damping results in the transmission loss increasing
with frequency, as seen in the measurements. However, the level at
the lowest frequencies is not affected and the shape of the frequency
dependence does not agree with the measurements. Furthermore, the
damping does not seem to be completely linear and it introduced a scat-
tering in the results for operating points where the damping is large.

∙ Adding volumes to the model also results in the transmission loss in-
creasing with frequency. However, as for the damping the level at the
lowest frequencies is not affected and the shape of the frequency depen-
dence does not agree with the measurements.

As a conclusion it can be said that the compressor modelling used in GT-
Power is not capable of correctly capturing the effect of the pressure pulsations
(acoustic waves) that are a part of the simulations. It is however known that
other 1D codes using a model consisting of a map and volumes are capable of
capturing pressure pulsations, as is shown by Rämmal & Galindo (2010), who
with good results used a similar model.
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Allam, S. & Åbom, M. 2005 Aero-acoustic study of sigle and double diaphragm
orifices under subsonic conditions. Tech. Rep.. KTH MWL, report prepared for
Liebherr Aerospace.

Anderson, J. 1995 Computational fluid dynamics: the basics with applications.
McGraw-Hill.

Bailly, C., Bogey, C. & Marsden, O. 2010 Progress in direct noise computation.
International Journal of Aeroacoustics 9 (1), 123–144.

Baines, N. 2005 Fundamentals of turbocharging. Concepts NREC, White River Junc-
tion, Vt.

Bogey, C. & Bailly, C. 2005 Decrease of the effective Reynolds number with eddy-
viscosity subgrid-scale modeling. AIAA journal 43 (2), 437–439.

Bogey, C. & Bailly, C. 2007 An analysis of the correlations between the turbulent
flow and the sound pressure fields of subsonic jets. Journal of Fluid Mechanics
583, 71–97.

Boris, J., Grinstein, F., Oran, E. & Kolbe, R. 1992 New insights into large
eddy simulation. Fluid dynamics research 10 (4-6), 199–228.

Chen, H., Hakeem, I. & Martinez-Botas, R. 1996 Modelling of a turbocharger
turbine under pulsating inlet conditions. Proceedings of the Institution of Me-
chanical Engineers. Pt. A. Journal of Power and Energy 210, 397–408.

Chen, H. & Winterbone, D. 1990 A method to predict performance of vaneless
radial turbines under steady and unsteady flow conditions. Proc. Inst. Mech.
Eng., Part C: Mech. Eng. Sci., Proceedings of IMechE C 405.

Chung, J. & Blaser, D. 1980 Transfer function method of measuring in-duct acous-
tic properties. I. Theory. The Journal of the Acoustical Society of America 68,
907–913.

Colonius, T. & Lele, S. 2004 Computational aeroacoustics: progress on nonlinear
problems of sound generation. Progress in Aerospace sciences 40 (6), 345–416.

128



REFERENCES 129

Dixon, S. 2005 Fluid mechanics, thermodynamics of turbomachinery. Butterworth-
Heinemann.

Dokumaci, E. 1998 On transmission of sound in circular and rectangular narrow
pipes with superimposed mean flow. Journal of sound and vibration 210 (3),
375–389.

Durrieu, P., Hofmans, G., Ajello, G., Boot, R., Aurégan, Y., Hirschberg,
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