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vägen 5, Kungliga Tekniska Högskolan, Stockholm.
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Abstract

A new experimental setup for studies on wake flow instability and its control
that successfully has been designed and manufactured, is introduced and de-
scribed. The main body is a dual-sided flat plate with an elliptic leading edge
and a blunt trailing edge. Permeable surfaces enable boundary layer suction
and/or blowing that introduce the unique feature of adjusting the inlet condi-
tion of the wake created behind the plate. This, in combination with a trailing
edge that is easily modified, makes it an ideal experiment for studies of differ-
ent control methods for the wake flow instability as well as extensive parameter
studies. Experimental validation of the setup has been performed by means
of measurements of the wake symmetry and boundary layer velocity profiles
at the trailing edge. Some preliminary results on the Strouhal number versus
different inlet conditions are reported.

Additionally, an in-house vortex detection (VD) program has been devel-
oped in order to detect, analyse and compare small-scale vortical structures in
instantaneous velocity fields from flow measurements. This will be a power-
ful tool for comparison of wake characteristics for varying inlet conditions and
control methods in the new experimental setup. Measurements from three com-
pletely separate experimental setups with different geometries and flow cases,
have been analysed by the VD-program.

(i) In order to obtain improved ventilation we have studied the effect of
pulsating inflow into a closed volume compared to having the inflow at
a constant flow rate. We show that the number of small-scale eddies
is significantly increased and that the stagnation zones are reduced in
size, which enhances the mixing.

(ii) Instantaneous velocity fields in the wake behind a porous cylinder sub-
jected to suction or blowing through the entire cylinder surface have
also been analysed using the VD-program. The results show that the
major change for different levels of blowing or suction is the location of
vortices while the most common vortex size and strength are essentially
unchanged.

(iii) Another study on how the geometry of a V-shaped mixer in a pipe flow
affects the mixing have also been examined, where no general differ-
ences were found between different thicknesses, why a thickness that is
favourable from an acoustic point of view can be chosen.

We also propose a new method, using global mode analysis on experimental
data, showing that randomly ordered snapshots of the velocity field behind the
porous cylinder can be re-orderd and phase-averaged.
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Preface

This doctoral thesis in engineering mechanics treats the design of a new exper-
imental setup, from which enhanced knowledge about how the hydrodynamic
stability of the flow in the wake of a bluff body can be controlled. The thesis
is divided into two parts, where the first part starts with a brief overview of
bluff bodies and wake flows. This is followed by a description of the different
measurements techniques and experimental setups that have been utilised. A
Matlab R� program that has been developed for vortex analyses of the particle
image velocimetry measurements is then also described. The first part ends
with introduction of the new experimental setup and a summary. The second
part consists of five papers.

October 2011, Stockholm

Bengt Fallenius
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Part I

Overview and summary





CHAPTER 1

Introduction

The flow around and in the near downstream region of bluff bodies is a research
area that has caught the interest of many people for a long period of time. The
main reason is the challenge to understand the physics of the flow. Another
reason for the large interest is the large number of technical applications, where
different flow phenomena occur. An example is the low pressure region behind
vehicles travelling at high speeds that gives a drag force on the vehicle and
hence, has a direct impact on fuel efficiency and road stability. Another is
vibrations and fatigue in structures caused by periodic vortex shedding.

Learning how to control these phenomena, and the vortex shedding in
particular, can lead to improved energy efficiency and reduction of noise and
vibrations in high aspect ratio structures. In industrial processes such as pa-
permaking, control of the wake instability would enable the manufacturing of
multiple layer paper, which by use of rough unbleached fibres in the middle of
the paper sheet would maintain or improve the quality while the cost and the
load on the environment are reduced.

In times when computer capacity increases exponentially and the cost de-
creases, more complex events may be simulated and one might question the
need for expensive experiments. Though, as the complexity of the simulations
increases, it is even more important to be able to validate the computer codes
and find the real value of different physical parameters.

However, for high Reynolds number flows today’s computers are still not
fast enough to perform direct numerical simulations of the governing equa-
tions. Thus, turbulence modelling is required, which always has to be validated
against accurate experimental data. Futhermore, at low Reynolds numbers,
where interesting flow stability problems occur, there is today the possibility
to numerically perform global mode stability analyses, which is performed on
entire velocity fields and gives rise to large eigenvalue problems to be solved.
There is thus a search for new experimental setups, which can produce data to
test and validate numerical stability codes and physical boundary conditions.

This thesis treats the design of a new experimental setup that aims at
studies and the development of different methods to control the hydrodynamic
instability of the wake behind bluff bodies. The new setup enables parameter
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2 1. INTRODUCTION

studies that have not been performed experimentally before and gives the pos-
sibility to observe flow phenomena where the natural case have been set aside
in order to investigate how the downstream flow of a bluff body is affected by
the wake initial condition. Also, the setup is designed to study how different
control methods, active and passive, are affected if the inflow of the wake is
changed.

In order to quantify the changes in the flow, a vortex detection program has
been developed. Statistics of the structures are collected for analyse and com-
parison. Additionally, a numerical study of experimental data from a turbulent
cylinder wake has been performed where random ordered snapshots have been
reordered to enable phase averaging.



CHAPTER 2

Bluff bodies and wake flow

In this chapter an overview of what can be called a bluff body is given and how
a uniform stream is affected by its presence.

A two-dimensional body is a body with an arbitrary cross-sectional area,
which is extended to infinity in the direction perpendicular to this area. The
mean flow around a body can be considered two-dimensional1 if the aspect
ratio, defined as the extension width over the equivalent diameter of the cross-
section, is large enough. This means that the end-effects do not influence the
flow at the centre of the body. However, in a mean velocity perspective the flow
will always be two-dimensional provided that the aspect ratio is large enough
(see e.g. Norberg 1994). In the following we are assuming two-dimensional flow.

2.1. Bluff bodies

The drag force on objects placed in a flow can be divided into two parts,
namely skin friction drag FD,f , which is due to the viscous forces at the wall
and the pressure drag FD,p, also denoted form drag, which is due to the pressure
distribution around the object.

In figure 2.1 a simple example is shown. A two dimensional cylinder with
the perimeter c = c(r, θ), is subjected to a uniform velocity field (U0), which
causes tangential wall-shear stress τw = τw(r, θ) and a pressure distribution
p = p(r, θ) around the body. The corresponding skin-friction drag per unit
width (F �

D,f ) is given by the integrated wall-shear stress projected in the di-
rection parallel to the oncoming uniform velocity field as

F
�
D,f =

�

c(r,θ)
τw(r, θ) sin θ ds , (2.1)

where ds = rdθ is the path along the perimeter c. The pressure difference in the
streamwise direction is obtained through direct integration around the body
after projecting pds in the direction parallel to the oncoming uniform veloc-
ity field. The result is the form drag per unit width (F �

D,p), which is obtained as

1
Note, for high enough Reynolds numbers (see section 2.1) physical flow phenomena will

introduce 3D effects and consequently the two-dimensionality will be altered.
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4 2. BLUFF BODIES AND WAKE FLOW
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Figure 2.1. Drag forces acting on the cylinder. The drag
on a cylinder may be divided into a pressure/form (p) and
skin-friction (τw) contribution.

F
�
D,p =

�

c(r,θ)
p(r, θ) cos θ ds . (2.2)

The sum of the two drag contributions gives the total drag force of the body
as,

FD,tot = (F �
D,f + F

�
D,p) · Lw , (2.3)

where Lw is the extension width of the two-dimensional body. Generally speak-
ing there are two types of bodies with very different flow characteristics. The
first type are aerodynamically smooth bodies, which are found in many en-
gineering applications where a low drag and/or high lift is desired, such as
airplane wings and similar bodies that end with a continuously decreasing thick-
ness in the streamwise direction. The second type is the opposite of an aero-
dynamically shaped body, i.e. bluff bodies, which typically has a blunt trailing
edge and separated flow somewhere along the surface of the body. This makes
the pressure recovery around the body incomplete and hence gives a contribu-
tion to the pressure drag. To illustrate how different the total drag is between
these two types of bodies an example is given below.

Example
Consider two objects placed in a free stream with the velocity U∞, kinematic
viscosity ν and density ρ. One of the bodies is a cylinder with the diameter d
and the other is a NACA 0018 airfoil2.

The Reynolds number (Re) is a flow parameter, which is defined as a char-
acteristic velocity times a characteristic length of the flow over the kinematic
viscosity. This parameter can be seen as the ratio between flow destabilising

2
The number 0018 states that the maximum thickness of the airfoil is 18% of the chord.



2.2. WAKE FLOW 5

forces, i.e. inertia forces, and flow stabilising forces, i.e. viscous forces. For the
flow around a cylinder the Reynolds number becomes

Re =
U∞d

ν
, (2.4)

where d is the diameter. If Re is set to 2000, the drag coefficient CD =
F

�
D/(q∞d) is about unity. Here, q∞ = 0.5ρU2

∞ is the dynamic pressure and F
�
D

denotes drag force per unit width. To obtain the same F
�
D of the airfoil the

chord length has to be about 100d, which gives a Reynolds number based on
the chord of about 2 × 105. Hence, the thickness of the airfoil that gives the
same drag force per unit width as the cylinder is 18d. In figure 2.2 the two
bodies are shown according to scale.

F’D

F’D

U∞

Figure 2.2. The drag force caused by the flow on a cylinder
with diameter d is the same as for a airfoil with a maximum
thickness of 18d and a chord of 100d. Note, the figure is ac-
cording to scale.

2.2. Wake flow

As illustrated in the previous section, the drag force on an object is not solely
determined by its frontal area. For instance, the shape of its trailing edge is
also important. A blunt trailing edge gives rise to a low-pressure region, also
called the near wake.

The size of such a wake is governed by the Reynolds number that depends
on the free stream velocity and the size of the object. Depending on the
geometry of the body, there can be sudden changes of the wake flow properties
at different Reynolds numbers (see section 2.1). As an example, one can look
at the drag coefficient for a circular cylinder. In the range 102 < Re < 105

it is close to unity, while at Re ∼ 105 it drops suddenly down to about 0.3,
whereafter it subsequently increases and levels out again at Re ∼ 107 to about
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0.6. For a smooth cylinder, the drop is due to formation of separation bubbles
and boundary layer transition to turbulence on the cylinder surface. The drag
coefficient for a square cylinder behaves differently, it is constant equal to 2 for
Reynolds numbers within the range of incompressible flow, since the separation
points do not move from the sharp leading edges. Although, rounding of the
corners of the square cylinder makes the drag coefficient change towards that
of a circular cylinder.

Another important phenomenon is the periodic vortex shedding that occurs
behind objects with a blunt trailing edge. It is characterised by the alternating
shedding of vortices from the two sides of the object. This phenomenon is also
Reynolds number dependent and sets in at around Re = 40− 50 for a circular
cylinder, depending on the flow quality. The frequency of the periodic shed-
ding can be estimated through the Strouhal number (St), a non-dimensional
frequency, given as

St =
fd

U∞
, (2.5)

where f is the frequency of the periodic shedding. The Strouhal number varies
with geometry and Re. However, for Re in the range 102 − 105 the Strouhal
number is almost constant, 0.2 for the circular and square cylinder. For rect-
angular cylinders it depends on the aspect ratio l/d, where l is the streamwise
length of the object.

The periodic vortex shedding induces alternating positive and negative side
forces, which can induce vibrations of the object. This can be a source of noise
and other interferences. In worst case the shedding frequency coincides with
the eigenfrequency of the structure/object, which can lead to material fatigue
and structural failure.

The vortex shedding phenomenon is purely two-dimensional and is called
the von Kármán vortex street after Theodore von Kármán (see Kármán 1912),
who first studied and described this phenomenon. Figure 2.3 shows a NASA
satellite image that captures an area of 365 × 150 km2 near the island of Jan
Mayen in the north Atlantic ocean. In the image one may observe a von Kármán
vortex street evolving downstream of the Beerenberg volcano that raises 2200
m above the sea level. The stratified layers in the atmosphere makes the flow
locally two-dimensional around the otherwise three-dimensional volcano.
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Figure 2.3. A more than 300 km long von Kármán vortex
street near the island of Jan Mayen. (NASA)



CHAPTER 3

Measurement techniques and experimental facilities

In this chapter a brief description on the different measurements techniques
and experimental setups that have been used is given. Most often it is the flow
velocity distribution that is the main variable of interest and this can be mea-
sured by different means. The different methods that have been used is Pitot
tube measurements, hot-wire anemometry, and Particle Image Velocitmetry.
Depending on the flow case and what kind of measurement that are desired,
the methods have different advantages and disadvantages.

3.1. Pitot tube measurements

A classic method that is used to measure a flow velocity is with at total pressure
tube, or Pitot-tube, which can be a simple tube with one open end facing
straight to the flow. According to Bernouilli’s theorem, the total, or stagnation
pressure p0, is the sum of the static pressure p and the dynamic pressure q =
1
2ρu

2, where ρ is the fluid density and u the flow velocity so that

p0 = p+
1

2
ρu

2 (3.1)

if the flow is incompressible and inviscid. In most windtunnel experiments,
this can be assumed, and the local flow velocity is then given by the difference
between the total and the static pressure. The static pressure often taken
from a pressure hole in the windtunnel wall close the position for the velocity
measurement. A Pitot-tube is then used to measure the total pressure and
is positioned so that the open end faces the flow in the opposite streamwise
direction. This makes the method intrusive, but the influence can be reduces
by keeping the dimension of the probes down.

The walls of the Pitot-tube should be as thin as possible, and the inner
diameter as small as possible. Further, if the flow is fluctuating or turbulent,
the reading might not be accurate, since the response time is relatively slow. If
the measurements are performed near a surface there could be wall effects that
affect the result as well. All these things might need to be corrected for, why
additional measurements with other techniques could be necessary, depending
on the flow case. Hence, it is not necessarily straight forward to use a Pitot-
tube. A more detailed description of the considerations that may have to be
taken into account is given by Chue (1975).

8



3.2. HOT-WIRE ANEMOMETRY 9

3.2. Hot-wire anemometry

Hot-wire anemometry (HWA) is a technique that has been available since the
beginning of the last century. As in Pitot-tube measurements, the technique is
intrusive since it also requires that a probe is mounted inside the flow. However,
HWA is generally considered to be one of best measurement techniques in flow
experiments due to its high frequency response and relatively small size. For
flow velocity measurements, the Constant Temperature Anemometry (CTA) is
the most commonly used method.

A simple probe single-wire probe has the look of a small fork, with two
prongs to which the sensitive hot-wire is soldered or welded. The distance
between prongs is in the order of 1 mm, and the diameter of the hot-wire is
then around 5 µm. The prongs are normally mounted into a dual-hole ceramic
tube or similar in order to keep them insulated from each other. Inserting the
ceramic tube in a metal tube gives further protection and simplifies mounting
in the test area.

The hot-wire is one of the legs in a Wheatstone bridge, and due to the
cooling by the forced convection caused by the flow, the resistance will change.
That is compensated for by an increased current in the circuit, which causes
the output voltage to change accordingly. This event responds very fast to flow
speed fluctuations, why sampling frequencies in tens of kHz can be used.

The voltage variation due to the change of the current needed to keep the
wire at the initial temperature is monitored and can be related to the flow
velocity. For this the hot-wire first need to be calibrated, which in windtunnel
experiments usually is done by first measuring near a Prandtl-tube at different
velocities. The result is then fitted to an expression for the relation between the
voltage and the velocity, for which commonly King’s law or modified versions
of the same is used. In order to avoid the need for further correction, the
ambient temperature should be kept constant, which in windtunnel experiments
is possible if the windtunnel is equipped with a regulated temperature system.

The size of the hot-wire makes it very vulnerable and it breaks easily if the
probe is not handled with care. If the hot-wire breaks, it needs to be replaced
and re-calibrated, which can be a time-consuming process. For manufactur-
ing and repair, special equipment such as micro-manipulators, microscope and
steady hands is necessary.

One have to consider how the hot-wire is placed in relation to the flow, since
a single wire does not reveal anything about the direction of the flow, why back-
flow can appear as a higher streamwise velocity. In order to measure all three
velocity components, as well as the direction of them, one can manufacture a
probe with multiple hot-wires, place in an angel in relation to each other. This
puts higher demands on the precision in the manufacturing process and the
spatial resolution will be reduced. More about the details and different types
of probes can be found in Bruun (2002).
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3.3. Particle Image Velocimetry

Particle Image Velocimetry is most often referred to as it abbreviation, PIV,
and is a technique that has been used for a couple of decades. Several manu-
factures supplies completes systems, but it also possible put together a system
with off-the-shelf products and use available open-source software, which can
be quite more economical. As the name tells, the technique is based on im-
ages of particles that are seeded into the flow, often referred to as seeding, or
tracer particles. Two consecutive images of the flow reveals the direction and
distance ∆s of the particle motion. With a known time ∆t between the images
the velocity can then be estimated as v = ∆s/∆t. A more detailed explanation
can be found in Raffel et al. (2007), while a shorter description follows.

The principle is simple, but in order to capture rapid moments, a dual-
frame camera that has a time between recordings in the order of microseconds
or less is needed. For that short shutter speeds, an intense light source is
needed. Typically a dual cavity laser is used for this purpose and a cylindrical
lens spreads the laser beam into a sheet. The laser sheet is then placed in the
plane where the measurements should be performed and the camera is then
focused thereon.

In the computerised evaluation, each of the two images in all image pairs
is divided into a mesh of interrogation windows, that has a size depending on
the size of the tracer particles and the flow velocity. Correlation of each inter-
rogation window between the two images gives the direction and the distance
that the particles inside that window have moved. The result is then a vector
field with vectors representing each interrogation window.

The measurements can be performed in both water and air, and if dis-
regarding the injection of tracer particles, the method is regarded as non-
intrusive. The density of the tracer particles should correspond to the one
of the medium so that they are transported in the same velocity as the flow.
For water solid particles such as Polyamid particles are used, while in air differ-
ent types of smoke is injected, which is commonly produced by spraying fluid
particles into the flow.

Using one camera perpendicular to the laser sheet give the an output of
a 2D-velocity field with two components (2C). If a second camera is used the
third, out-of-plane component in that plane can be extracted as well, if the
cameras are placed with an angle between them. Still only giving information
about the velocity distribution in the 2D-plane, this is referred to as 3C-PIV.
Recently the technique has developed, and there are now possible to purchase
commercial 3D-PIV systems where three or more cameras gives the velocity
information of a volume of the flow.
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3.4. The Boundary Layer wind tunnel

The Boundary Layer (BL1) wind tunnel is located at the department of Me-
chanics at KTH, and has been chosen as the experimental facility to host the
new setup. The idea with the BL tunnel is to have a short time swap between
different experiments by having exchangeable test sections. Below a brief de-
scription of the wind tunnel is given. For a more thorough description the
interested reader is referred to Lindgren (2002).

The BL wind tunnel is a closed circuit tunnel, powered by an 15 kW axial
fan. It was the first tunnel where expanding corners were utilised, making it
possible to have a 9:1 contraction ratio together with an short overall wind
tunnel length. The space for the testsection if 4.2 m and the cross sectional
area of the contraction outlet is 0.5×0.75 m2. The maximum flow velocity is 48
m/s and the turbulence levels2 are 0.04%, 0.06% and 0.04% in the streamwise,
wall-normal and spanwise directions, respectively, at the nominal3 free stream
velocity of 25 ms−1. At this nominal velocity the variation in total pressure is
less than ±0.1% and the variation in temperature is less than ±0.07 ◦C over
the cross sectional area.

3.5. Pipe flow mixing experiment

The experiments were performed in the MWL4 pipe flow facilitiy, which is an
open facility mainly used for studies on aeroacoustics. The centre line velocity
in the pipe was UC = 50 m s−1 in all the measurements performed.

The pipe test section is made of plexiglas with a length of 1496 mm and
is located 3880 mm downstream of the pipe facility contraction. Downstream
of the test section the pipe continues with an extension of 3560 mm. The
inner diameter of the pipe is D = 90 mm and the wall thickness is 5 mm.
At approximately 400 mm downstream of the test section entrance, the vortex
generator was mounted through a slit through the pipe wall at an angle of
32◦ and clamped by a holder attached around the pipe. Two wedge-shaped
vortex generators with varying thicknesses, t, and hence different stiffnesses,
were studied. Apart from the thicknesses of t = 3.0 and 0.5 mm, from here
on denoted the stiff and the flexible vortex generator, respectively, they were
identical.

3.6. Room ventilation model

The experiments were performed in a two-dimensional (2-D) small-scale water
model with the dimension 30×20×0.9 cm3. To measure instantaneous velocity

1
BL also corresponds to the initials of the wind tunnel designer Björn Lindgren.

2
The following turbulence levels correspond to the high-pass filtered intensities, with a cut-off

frequency of 20 Hz.

3
During the design of the BL-windtunnel, most of the planned experiments were aimed for

a free stream velocity of 25 ms
−1

.

4
Marcus Wallenberg Laboratory
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fields a PIV system was used. This system consists of a Spectra Physics 400 mJ
double pulsed Nd:Yag laser operating at 15 Hz as a light source, and a double-
frame CCD camera Kodak ES1.0 8-bit with 1018×1008 pixels. The size of the
model makes it manageable to traverse the camera-view throughout the model
and investigate statistical quantities based on the 2-D velocity vector fields but
still keep high enough spatial resolution for instantaneous small-scale vortex
analysis. In the lower left and the upper right corner of the model the inflow
and outflow take place, respectively, through plastic tubing connected via pipe
nozzles attached to the model. Hence, the inflow and outflow to the model
take place through a circular cross-sectional area of a diameter D = 9 mm. For
the PIV the water was seeded with Polyamid seeding particles with a mean
particle diameter of 20 µm. The seeded water is pumped from a water tank
and passes through a mechanical pulse generator, which makes it possible to
create a pulsating flow upstream of the model of varying frequency. In the
return circuit before the tank the water passes a flowmeter in order to monitor
the flow rate.



CHAPTER 4

Vortex detection

A search of the literature gives many different definitions of a vortex, see e.g.
Jeong & Hussain (1995). In order to develop a vortex detection program one
has to come up with some criteria that are characteristic for a vortex. A major
drawback with experiments is that most available data is two-dimensional, i.e.
the velocity field is only known in one plane. This seriously limits the definition
of a vortex, which leads to a less restrictive definition compared to a vortex
defined in a three-dimensional velocity field.

This chapter will therefore start with a brief summary of different vortex
definitions and discuss their pro and cons in order to shed some light on the
limitations of the present vortex detection algorithm.

4.1. Definitions of a vortex

How to define a vortex is an issue that have been discussed for several decades
due to the complexity of turbulent flow fields. Numerical modelling has made
the dynamics of flow fields more accessible for studies and different methods can
more easily be compared. Jeong & Hussain (1995) summarise and discuss the
most frequently used definitions of a vortex. Roughly speaking, the different
definitions can be divided into intuitive and analytical approaches. The former
is based on local properties of the flow such as local pressure minima p, the
paths of the streamlines

dx

u
=

dy

v
=

dz

w
, (4.1)

and the magnitude of vorticity

|ω| ≡ |∇× u| . (4.2)

The latter is based on properties of the velocity gradient tensor ∇u.

Jeong & Hussain (1995) states two requirements for a vortex core as a pre-
liminary check for an evalutation of the different methods. Firstly, a vortex core
must have a net vorticity and hence, net circulation, and secondly, the geom-
etry of the identified vortex should be invariant in a Galilean transformation.
A short summary of the review follows.

13



14 4. VORTEX DETECTION

4.1.1. Intuitive approaches

Pressure minima. When the centrifugal force is balanced by the pressure force,
a local pressure minimum is located at the axis for the swirling motion. This is
shown to be true only in a steady inviscid planar flow, why this is not a valid
condition in general.

Closed or spiral pathlines or streamlines. Closed or spiral pathlines or stream-
lines have been proposed to be used to identify the swirling motion of a vortex.
The lifetime of a vortex might however not be long enough for a particle to
complete a full revolution that is required for the closed pathline, which means
that vortices will occur without being detected. Furthermore, neither closed or
spiral pathlines or streamlines are invariant with respect to Galilean tranfor-
mation, so only vortices that are translated within a certain range of velocity
will be detected.

Vorticity magnitude. Defining a vortex as a region where its vorticity mag-
nitude is higher than some threshold has also been suggested as a method.
This method turns out to be quite arbitrary since, firstly, it dependents on the
threshold and secondly, as soon as the background shear is within the same
magnitude a distinction between the shear and the vortex may be unfeasible.

4.1.2. Analytical approaches

Considering the more analytical approaches, the drawbacks are fewer, although
there are still cases where those approaches are unsuitable. Two older methods
are presented and compared to the most accepted and used method, namely
the λ2 −method.

Complex eigenvalues of velocity gradient tensor, the ∆-method. This approach
considers the eigenvalues, λ, of the velocity gradient tensor ∇u, which satisfies
the characteristic equation

λ
3 − Pλ

2 +Qλ−R = 0 . (4.3)

Considering an incompressible flow (ui,i = 0) the three invariants of ∇u above
become

P ≡ ui,i = 0 , (4.4)

Q ≡ 1

2
(u2

i,i − ui,juj,i) = −1

2
ui,juj,i (4.5)

and

R = det(ui,j) . (4.6)

Chong et al. (1990) showed that complex eigenvalues imply that the local
streamline pattern is closed or spiral in a reference frame moving with the
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point, i.e. when the discriminant

∆ =

�
1

3
Q

�3

+

�
1

2
R

�2

(4.7)

is positive. Although this method is Galilean invariant, it shows when trying
the method on some special cases, such as mixing layers and swirling jets, that
∆ is slightly positive even outside vortex cores resulting in that the boundary
of the vortices becomes noisy and the size of the vortices are overestimated.

The second invariant of the velocity gradient tensor, the Q-method. It has
been suggested to define vortices as regions where Q > 0, with the additional
condition that the pressure is lower than the ambient value. One may rewrite
Q in terms of the symmetric and the antisymmetric parts of ∇u, i.e. the strain
rate tensor and the rotational tensor, respectively. Hence, Q represents the
local balance between shear strain rate and vorticity magnitude. According to
(4.7) the Q-method is more restrictive than the ∆-method, however, the most
appropriate method is not obvious a priori.

λ2-method. The frequently used λ2-method (Jeong & Hussain 1995) comes
from inspection of the acceleration gradient

ai,j = −1

ρ
p,ij + νui,jkk , (4.8)

which is derived by taking the gradient of Navier-Stokes equations. Pressure
minimum has been used as a starting point without being used as a requirement.
The left hand side of (4.8) can be divded into a symmetric and an antisymmetric
part where the antisymmetric part is the vorticity transport equation. Leaving
out the unsteady irrotational straining and viscous effects in the symmetric
part one gets

−1

ρ
p,ij = SikSkj + ΩikΩkj = S2 +Ω2

, (4.9)

where Sij = (ui,j + uj,i)/2 and Ωij = (ui,j − uj,i)/2 are the symmetric and
the antisymmetric parts of ∇u, and defined as the strain rate tensor and the
rotational tensor, respectively. Local pressure minima existing only due to
vortical motion, are then present if two of the eigenvalues of S2 + Ω2 are
negative. Since S2 + Ω2 is symmetric its eigenvalues λ1, λ2 and λ3 are real,
which requires that λ2 < 0 within the vortex core if λ1 ≥ λ2 ≥ λ3.

This definition is then compared, by Jeong & Hussain (1995), with the two
methods above for various cases and it is found to be the most general method
to identify vortices. It is referred to as the λ2-method and has been widely
accepted and is even implemented in many numerical codes. The method,
however, requires that the Hessian of the pressure is known, i.e. all three
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components of the velocity gradient tensor, which are never available in exper-
iments. For this reason the ∆- as well as the Q-method are the most widely
used on two-dimensional experimental data.

4.1.3. Two-dimentional velocity fields

In order to detect vortices that are embedded in two-dimensional velocity fields,
commonly acquired through PIV-measurements, Adrian et al. (2000) suggested
that decomposition of the velocity field by low-pass filtering is an adequate way
to visualise small-scale vortices. In their study, a Gaussian filter was used for
the decomposition and the vortices were then detected by using the approach
suggested by Chong et al. (1990), i.e. identifying closed or spiral streamline
patterns by looking at the complex eigenvalues of the high-pass filtered two-
dimensional velocity gradient tensor,

∇u��
2D =





∂u
��

∂x

∂u
��

∂y

∂v
��

∂x

∂v
��

∂y




. (4.10)

Regions where the imaginary eigenvalues are positive and greater than a thresh-
old are then defined as a vortex. Agrawal & Prasad (2002) also used a Gaussian
filter to perform the decomposition suggsted by Adrian et al. (2000), while vor-
tices were identified by looking at the neighbouring vectors of each point. If
the angular orientation of the surrounding vectors experienced a monotonically
angular variation from 0 to 2π the point was considered to be a vortex centre.
The same decomposition will be used here, while the ∆-method according to
Chong et al. (1990) will be used for the vortex identification.

4.2. Velocity field filtering

4.2.1. Decomposition

A turbulent flow field consists of a spectrum of different scales, from the
largest geometrically allowed down to the smallest viscous scale, namely the
Kolmogorov scale. To reveal the small-scale structures that are embedded in
the measured turbulent flow field, the latter is decomposed into a low-pass fil-
tered velocity field and a high-pass velocity field, corresponding to the spatially
large and small scale structures, respectively. If these velocity fields are added
together, one recovers the fully measured flow field, see figure 4.1. The decom-
position is performed in the same manner as in e.g. Agrawal & Prasad (2002),
i.e. convolving a low-pass filter on the full velocity field u, and thereby get a
velocity field ū that contains the larger scales of the full velocity field. To get
the small scale velocity field u��, the large-scale field is then subtracted from
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Figure 4.1. (a) An instantaneous velocity field behind a
porous cylinder with continuous suction through the surface
of 2.6% of the oncoming velocity. (b) and (c) show the low-
and high-pass filtered velocity fields, respectively.

the full velocity field as

u�� = u− ū . (4.11)

4.2.2. Gaussian filter

The filter used for the decomposition is a Gaussian filter that averages the
single point (m,n) with the surrounding points. This will give a smeared out
velocity field which will emphasise and keep the large scale structures according
to

ū(m,n) =

�k
j=−k

�k
i=−k g(i, j)u(m− i, n− j)

�k
j=−k

�k
i=−k g(i, j)

, (4.12)
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where (i, j) is the indices in x and y, respectively. Here, k is defined as the
radius of the filter and since a discrete velocity field is considered, it has a qua-
dratic shape, with each point (m,n) being affected by a surrounding squared
region. The Gaussian kernel (g) is defined as

g(i, j) = exp

�
− (i∆x)2 + (j∆y)2

2σ2

�
, (4.13)

where ∆x and ∆y are the grid spacing and σ is the padding of the filter. The
parameters k and σ can then be chosen by introducing an anisotropy measure
d
2
rms, which is defined as the absolute value of the normalised difference be-

tween the velocity variance components,

d
2
rms =

����
u
2
rms − v

2
rms

U2
∞

���� . (4.14)

In figure 4.2(a) the maximum value of the anisotropy is shown as contour
lines for varying k and σ for the velocity field downstream of a cylinder. A
consistent requirement for the choice of filter would be to allow a certain amount
of anisotropy in the final high-pass filtered velocity field. Typically one here
chooses a max{d2rms} ≤ 0.01, which is in the order of one magnitude lower than
for the unfiltered case. Figure 4.2(b) shows the shape of the Gaussian filter for
k = 5 and σ = 5. The filter is normalised, i.e. the total weight is equal to
1, and the small difference in weight between the minima and maxima implies
that this filter will smear out smaller scales, while larger scales will remain,
which is the pupose with low-pass filtering.

4.2.3. Statistics

In each instantaneous PIV-image, contours where the imaginary part of the
complex eigenvalues, λci, corresponds to a threshold value is defined as a vor-
tex. Each contour is then examined in order to determine relevant properties
such as location, size, circulation and swirl strength of the vortex. This is exe-
cuted in the following manner. The centre of the vortex is identified by finding
the x- and y-coordinates of the maximum imaginary eigenvalue, λci,max, within
the contour. This eigenvalue is also stored as a measure of the swirl strength of
the vortex (see e.g. Zhou et al. 1999). The size of the vortex is then determined
by first calculating the area inside the threshold contour level. An equivalent
radius to a corresponding circle (C) with its origin at λci,max is then used as
a starting radius for calculating the circulation, γ, through direct integration
along C’s perimeter l according to

γ =

�

C
u�� · dl . (4.15)
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Figure 4.2. The maxmimum values of the anisotropy mea-
sure d

2
rms,max for different values of k and σ when filtering

the flow field behind a circular cylinder with the diameter
D = 50 mm. (b) The corresponding shape of the normalised
Gaussian filter for k = 5 and σ = 5.

This process is repeated while stepping outwards from the vortex centre until
the maximum value of the circulation is reached, which then is stored. The
corresponding radius is also stored as the vortex size. The two different vortex
size measures are shown in figure 4.3(b). Note, that the background velocity
vector field is the full velocity field in where the vortices are not necessarily
shown.
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CHAPTER 5

New experimental setup

A new experimental setup for studies on wake flow instability and control,
including a new test section, has been designed and built at the department of
Mechanics, KTH. The new experimental setup introduces the unique feature to
in experimental studies vary the inlet conditions of a bluff body wake by means
of boundary layer modulation. This, in combination with a trailing edge that
is easily modified, makes it an ideal experiment for studies of different control
methods for the wake flow instability.

The new experimental setup consists of a main body, which is mounted into
a new exchangeable test section, see figure 5.1. The test section is based on two
steel frames and has a total length of 4 m. Plexiglas together with plywood
have been used for the walls since a high level of optical access is desired
for measurements with High Speed Stereoscopic Particle Image Velocimetry
(HS-S-PIV). Top and bottom walls have hatches for easy access into the test
section, which is important both for adjustments and cleaning. A picture of
the setup with a fan and tubing connected is shown in figure 5.2

The main body, shown in figure 5.3, consists of a flat plate (1), also de-
noted rectangular-based forebody, with an elliptic leading edge (2) and a blunt
trailing edge (3). The middle part is a sandwich construction consisting of two
supporting frames (4) an aluminium sheet (5) that separates the two sides and
the permeable surfaces (6), which are made of laser drilled titanium.

If continuos suction or blowing of air through the permeable surfaces is ap-
plied, the shape and thickness of the boundary layer profile along the rectangular-
based forebody will be changed accordingly. This changes the characteristics
of the wake flow in terms of the base pressure coefficient, Strouhal number
and mean velocity profile, while the free stream velocity is kept constant. In
addition, the blunt trailing edge is interchangeable, enabling various means of
base flow control.

All details about the present experimental setup is thoroughly reported in
Paper 1.
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Figure 5.1. The main body mounted in the new test section
of the wind tunnel. Tubing and measurement equipment ex-
cluded.

Figure 5.2. The main body mounted in the new test sec-
tion of the wind tunnel with tubing and a fan connected for
injection or withdrawal of air through the permeable surfaces.
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CHAPTER 6

Summary

In this thesis a new experimental setup for studies on wake flow instabilities
and control is introduced. A main body consisting of a flat plate, with an
elliptic leading edge and a blunt trailing edge, was designed as a sandwich
construction with an hollow interior and has been manufactured. Permeable
surfaces on both sides give the unique possibility to perform boundary layer
suction or blowing along the plate and thus, mastering the inlet profile of the
wake. The dual layer design enables an asymmetric wake to be created, by
independently adjusting the pressure difference across the surfaces on the two
sides. Furthermore, the plate has separate compartments, which makes local
manipulation of the boundary layer possible.

An exchangeable trailing edge of the plate adds the possibility to implement
various types of active control devices, such as feed-back controlled jets or base-
bleed. Passive control devises such as splitter plates and other obstacles for
manipulation of the periodic separation is also easily mounted.

The new test section is designed for the use of modern measurement tech-
niques such as high-speed stereoscopic PIV, which generates a high amount
of data about the flow field. To effectively handle all the acquired data, a
Matlab R� program that automatically filters a two-dimensional velocity field
and identifies small-scale vortices has been developed. The program stores in-
formation about vortex location, size, strength and circulation, which makes
statistical analyses for different flow conditions a straightforward process.

Combining the new experimental setup with the developed tool for velocity
field analyses, the understanding of the wake flow behaviour for different inlet
conditions as well as control methods, will be enhanced. The aim is that this
will contribute to the efforts in finding new means to reduce drag and oscillating
structural forces on bluff bodies in different technical applications.
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CHAPTER 7

Papers and authors contributions

Paper 1

A new test-section for wind tunnel studies on wake instability and its control.
B. E. G. Fallenius (BF), Renzo Trip (RT) & J. H. M. Fransson (JF).

The design of the new test-section and experimental setup has been done by
BF under the supervision of JF. BF has performed the measurements and RT
has been assisting. The report has been written by BF with input from JF. RT
did the analysis on the Pitot tube corrections and contributed with some profile
figures. Parts of this work have been presented at the 62nd Annual Meeting of
the APS Division of Fluid Dynamics 2009, Minneapolis, USA, the 6th IUTAM
Symposium on Bluff Body Wakes and Vortex-Induced Vibrations 2010, Capri
Island, Italy, the 63rd Annual Meeting of the APS Division of Fluid Dynam-
ics 2010, Long Beach, USA, and at Svenska mekanikdagarna 2011, Göteborg,
Sweden.

Paper 2

Experimental study on the effect of pulsating inflow to a closed volume.
B. E. G. Fallenius (BF), A. Sattari (AS), J. H. M. Fransson (JF) & M. Sand-
berg (MS).

The measurements were performed by AS under the guidance of BF. BF anal-
ysed the results with some assistance by AS. BF created the vortex statistics
and made all experimental result figures. The report was written jointly by
BF and JF, with some contribution from AS and MS. MS initiated the project
and manufactured the model. Parts of this work have been presented at the
12th ROOMVENT Conference 2011 in Trondheim, Norway.

Paper 3

Vortex analysis in the wake of a porous cylinder subject to suction or blowing.
B. E. G. Fallenius (BF) & J. H. M. Fransson (JF).

This work is based on experiments on a porous cylinder subjected to suction or

25



blowing, performed by JF. The vortex detection program was developed and
finalized by BF under the guidance of JF. All the vortex statistics and figures
have been made by BF. The results have been produced by BF and the article
has been written jointly by the authors. Parts of this work have been presented
at the European Fluid Mechanics Conference 2008, Manchester, Great Britain,
at the XXII International Congress of Theoretical and Applied Mechanics 2008,
Adelaide, Australia, and at Svenska mekanikdagarna 2011, Södertälje , Sweden.

Paper 4

Stability analysis of experimental flow fields behind a porous cylinder for the
investigation of the large-scale wake vortices.
S. Camarri (SC), B. E. G. Fallenius (BF) & J. H. M. Fransson (JF).

The experiments were performed by JF. The results were sorted by BF and the
numerical analysis was done by SC. A draft version of the paper was written
by SC, which then was iterated among the authors. The original figures were
made by SC, but were all re-generated by BF and JF for the final version.

Paper 5

On the vortex generation behind a passive V-shaped mixer in a pipe flow.
B. E. G. Fallenius (BF) & J. H. M. Fransson (JF).

The experiments were carried out by BF and JF in collaboration with the
Marcus Wallenberg Laboratory. BF has extracted the results from the mea-
surements and the paper has been written jointly by the authors. Parts of
this work are published in AIAA Paper 2008-3057, and have been presented
at the 14th AIAA/CEAS Aeroacoustics Conference 2008, Vancouver, British
Columbia, Canada.
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knowledge and time, for often very simple questions. It has made things much
more fun and easier.

I also would like to thank Docent Fredrik Lundell for taking time and
showing so much interest to my many practical problems during the time in
the lab.

And thank you so much Dr. Veronica Eliasson, for always cheering and
encouraging from the very start of my studies. It has been a fantastic journey.

Thanks also to Dr. Nils Tillmark, Prof. Alessandro Talamelli and Prof.
Laszlo Fuchs for encouraging advices, comments on my work and for introduc-
ing interesting references to me. Docent Luca Brandt, Docent Philipp Schlatter,
Docent Gunnar Tibert and Docent Nicholas Apazidis have also given me a lot
of inspiration in my research studies.
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A new test-section for wind tunnel studies on

wake instability and its control

By Bengt E. G. Fallenius, Renzo Trip and
Jens H. M. Fransson

Linné Flow Centre, KTH Mechanics, SE–100 44 Stockholm, Sweden

Drag reduction is an important issue in today’s debate on global warming . The
EU transport system stands, alone, for 25% of the total carbon dioxide emis-
sions in Europe, implying that the transport industry is one of the gravest
environmental thieves. One way to attack the problem is to develop alterna-
tive and greener propulsion and another would be to reduce the emissions by
reducing the aerodynamic drag. The latter may be accomplished simply by
gaining further fundamental knowledge about the aerodynamics in the wake
flow behind bluff bodies, as for instance a truck.

In this report we describe a new test-section for an existing wind tunnel,
which has been designed and manufactured at the Department of Mechanics,
KTH. The test-section is specially built for experimental studies on the in-
stability of wakes behind bluff bodies from a fundamental research point of
view. The new experimental setup is designed in order to realise parameter
variations, which most often are impossible in usually fixed experimental ge-
ometries. The present bluff body is a so called rectangular–based forebody
with permeable surfaces on both sides of the forebody, which add the unique
feature of being able to vary the boundary layer along the body and thereby
the inlet flow condition of the wake. Furthermore, it will be possible to create
the so called asymptotic suction boundary layer with a unique feature itself,
namely, the fact that the Reynolds number is decoupled from the boundary
layer thickness. Above features allow for systematic parameter studies, on the
classical phenomenon of vortex shedding instability behind bluff bodies, in a
way that has not been done previously.

The setup is very flexible for changes on the rear part of the body, which
makes it suitable for testing various methods of both passive and active flow
control. Here, the distinction between passive and active control refers to
whether the energy in the flow is used for the control, passive, or if energy has to
be added to the flow system in order to perform the control, active. Importance
will be attached on the fluid dynamical response upon the control and the
understanding of the fundamental fluid dynamic differences between the natural
and controlled system by studying turbulence statistics, force balances as well
as changes of small-scale structures in the wake.
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An enhanced comprehension of the fluid mechanics around and behind
bluff bodies as well as its effect when applying different control methods is
essential in order to develop more safety, more energy efficient, and adapted
design within many areas of practical application. Furthermore, by using both
experimental and theoretical data analyses, the new experimental setup is of
central importance in order to reach a fundamental knowledge of the effect of
active control and its fluid dynamics. The results will shed new light on the
fluid mechanics for future development of experimental as well as theoretical
models.

1. Introduction

The vortex shedding instability behind bluff bodies is a self excited oscillation
that will set in even if all sources of noise are removed (see Gillies 1998),
and can be shown to be attributed to the local stability property of the two-
dimensional mean velocity wake profile behind a bluff body. For the canonical
wake flow problem behind a circular cylinder Monkewitz (1988) identified a
sequence of stability transitions by using a family of wake profiles, that resulted
in ReC < ReA < ReK , where ReC (≈ 5), ReA (≈ 25), and ReK (≈ 47) are
critical Reynolds numbers that mark the onset of convective, absolute, and von
Kármán shedding instability, respectively. This sequence was in fully agreement
with the qualitative model predictions by Chomaz et al. (1988) the same year.
The onset of the global von Kármán shedding mode occurs via a so-called
supercritical Hopf bifurcation (see e.g. Provansal et al. 1987). For a review on
the stability properties of open flows in general the interested reader is referred
to Huerre & Monkewitz (1990), and for reviews on cylinder flows in particular
see e.g. Williamson (1996); Buresti (1998); Norberg (2003); Zdravkovich (1997,
2003).

Having introduced the von Kármán vortex shedding phenomenon the em-
phasis will from here on lie on the rectangular–based forebody and the research
problems of immediate interest. The Strouhal number (St) used below is the
non-dimenional shedding frequency.

Rectangular–based forebody versus circular cylinder
For rectangular–based forebodies the critical Reynolds number, defined by the
base height and the free stream velocity over the kinematic viscosity, for the
onset of vortex shedding is ReK � 120. Independent research results (see e.g.
Sreenivasan et al. 1986; Williamson 1989, for the circular cylinder geometry)
have shown a linear increase in Strouhal number (St) with Reynolds number.
At approximately Re = 2000 the Strouhal number reaches a local maximum
around St = 0.21 (see e.g. Norberg 2003) showing a complex variation with
Reynolds number. Different numerical simulations of the rectangular–based
forebody have shown slightly different St for the same Re. Hannemann &
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Oertel (1989) report a St = 0.113 at Re = 200, while Hammond & Redekopp
(1997) report St = 0.102 for the same Reynolds number. These results suggest
that for direct comparisons there is a need to take into account the displacement
thickness (δ1) of the boundary layer at the separation, i.e. at the trailing edge
of the rectangular–based forebody, implying that a match of the Reynolds
number is not enough. An interesting fundamental investigation would be the
study of independent variations of the Reynolds number and the displacement
thickness.

The ability to control the wake and the vortex shedding of a bluff body
can for instance be used to reduce drag, increase heat transfer and mixing,
and enhance combustion. Over the second half of last century there has been a
number of successful attempts to control the shedding wake behind bluff bodies
with the practical goal of reducing the pressure drag on the body. A control
approach that has shown to be effective in reducing the average strength of the
vortices and the shedding frequency is base bleed (cf. e.g. Wood 1967; Bearman
1967). For successively increasing bleeding rates the regular shedding of vor-
tices ceases, intermittently at first, and then completely. Hannemann & Oertel
(1989) performed numerical simulations on the effect of uniform blowing from
the base, and reported a critical value1 (cq = 0.214) for which vortex shedding
was suppressed. Uniform suction from the base was considered numerically
by Hammond & Redekopp (1997) and they report a continuous decline of the
wake shedding frequency with a gradual increase of suction until an abrupt
suppression occurs at a sufficiently high suction rate.

Again, going back to the circular cylinder for interesting comparisons.
Mathelin et al. (2001a,b) considered the case of continuous blowing through
the entire cylinder surface (see Mathelin et al. 2001a, for a detailed description
of the experimental setup). Among the effects observed are the wider wake
and a decrease of the Strouhal number with increasing blowing. They report
on an analytical relation of an equivalent Reynolds number of the canonical
case, which produces the same flow characteristics in terms of vortex shedding
instability as the case with blowing, versus the blowing rate. The result is that
the Strouhal number decreases with blowing, which was experimentally verified
by Fransson et al. (2004b), who also considered the effect of continuous suc-
tion which turns out to have the contrary effect on the Strouhal number. Note
that uniform suction from the base of a rectangular–based forebody (marked in
bold in the previous paragraph), interestingly, gives the opposite behaviour (cf.
Hammond & Redekopp 1997). These opposite trends are of direct fundamental
interest and deserves further investigation.

Furthermore, an even simpler control method is the passive approach ob-
tained by placing a thin splitter plate aligned in the streamwise direction on

1cq = m∗/U∞D∗
, were m∗

is the mass flow rate divided by density and for unit depth which

is blown into the wake at the base of the plate, U∞ is the free stream velocity, and D∗
is the

thickness of the plate.



38 Fallenius et. al.

the centreline of the near wake (see e.g. Roshko 1955, 1961, where circular
cylinders were studied). For a specific length of the splitter plate the sinuous
von Kármán mode is altered for a varicose mode that causes a pair of twin–
vortices to be formed, one on each side of the plate. More recently, Grinstein
et al. (1991) carried out numerical simulations on the effect of an interference
plate in the wake of a plate and found that the base pressure coefficient could
decrease by a factor of 3 depending on the length of the plate and its separa-
tion from the base. The important length scale ratio for the effectiveness of a
splitter plate is L/D, where L and D are the streamwise extent of the split-
ter plate and the cross-flow dimension of the bluff body, respectively (see e.g.
Nakamura 1996). This is true for short bluff bodies in the streamwise extent
where boundary layer thicknesses are negligible compared to D, on the other
hand for rectangular–based forebodies the displacement thickness will have to
be taken into account and a fundamental study on this parameter, decoupled
from the Reynolds number, would be of immediate interest.

2. Investigations for the new test-section

Some ideas on investigations to be performed in the new experimental test-
section are presented below. The planned investigations may be divided into
two parts consisting of a fundamental wake flow study in an idealized and
recently built experimental setup followed by studies on both passive and ac-
tive control methods on the wake instability. This will enhance the physical
understanding of the wake instability.

First part
The new test-section will be used in fundamental studies on the wake flow
instability behind a rectangular–based forebody. This setup consists of a flat
plate with an elliptic leading edge and a blunt trailing edge, which is described
in section 4. Permeable surfaces on both sides of the rectangular–based fore-
body add the unique feature of being able to vary the boundary layer along the
body and thereby the inlet flow condition of the wake. It will even be possible
to create the asymptotic suction boundary layer (ASBL), which has a unique
feature itself, namely, that the boundary layer thickness (δ) is decoupled from
the Reynolds number (Re), since the Reynolds number is given by the free
stream velocity (U∞) over the suction velocity (V0), i.e. Re = U∞/V0, and
δ ∼ ν/V0 (where ν is the kinematic viscosity). The ASBL has an analytical
solution to the Navier–Stokes eqs. and consequently the displacement and mo-
mentum thicknesses can be integrated exactly (δ1 = ν/V0 and δ1 = ν/(2V0),
respectively) giving a shape factor HASBL

12 = 2.

Above features allow for systematic parameter studies, on the classical phe-
nomenon of vortex shedding instability behind bluff bodies, in a way which has
not been done previously. As an example the effect of below listed parame-
ters on the primary two dimensional von Kármán shedding frequency (fK),
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or alternatively its corresponding Strouhal number (St), are relatively easy
accessed,

• trailing edge Re as function of St,
• trailing edge boundary layer displacement or momentum (δ1 or δ2) thick-
ness dependence on St,

• trailing edge H12 = δ1/δ2 as function of St.

How these parameters are related to each other and affect the fK is so
far not fully understood and would serve as a step forward in the strive after
further fundamental knowledge in the area of bluff body wakes. Note that
continuous suction or blowing has similar effect on the boundary layer as an
external adverse or a favorable pressure gradient, respectively. This would add
the additional possibility to describe the shape of the boundary layer, H12,
by means of a similarity solution meaning that an extra parameter m can be
introduced and varied. Furthermore, it should be pointed out that the first and
the second bullets above may be varied independent of each other in the limit
of the ASBL, which is not possible in ordinary developing boundary layers.

Second part
As a second part of planned studies both passive and active control methods will
be tested. In this context we refer to a passive control technique as a method
where no energy is added to the system in order to perform the control. This
in contrast to active control where energy has to be added. The passive control
device will be the well-tried splitter plate. Again, the unique possibility to vary
the initial wake condition will bring new insight in this passive control field.
Length and material stiffness of the splitter plate are planned to be varied,
while the vortex dynamics in the wake is studied. Base bleed and suction are
meant to be the first candidates as active control methods. Both continuous
and pulsated control will be applied and the effect of gap width variations
will be studied. This will be a springboard towards feed-back control ideas by
gaining fundamental knowledge of the fluid dynamical response with various
active control parameters.

Analyses
The analyses of the data will be performed using different methodologies. One
may model the base pressure of bluff bodies, by working with the balance
of stress forces on the mean near wake defined by the stagnation line of the
mean wake flow recirculation region. The wake aspect ratio is then given by
the balance between the shear-stress force and the pressure-rise force (see e.g.
Roshko 1993; Balachandar et al. 1997), which approach universal values as the
Reynolds number becomes large enough. Hence, the shape of the wake may
be anticipated. Another methodology which has been developed and applied
by the applicant is a small-scale vortex detection program, which gives vortex
statistics of the vortex size, strength and rotational-direction. This program is
based on previous ideas by Chong et al. (1990); Zhou et al. (1999); Adrian et al.
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Figure 1. Sketch of the BL wind tunnel.

(2000); Agrawal & Prasad (2002) and has also been applied on the porous cylin-
der configuration with continuous suction or blowing through the entire surface
of the cylinder. This latter methodology and application is published as a paper
in Fallenius (2009). Furthermore, the wake flow behind the rectangular–based
forebody will be studied using global mode stability analysis for direct com-
parisons with the experimental results. All three methodologies require the
access of entire velocity fields in the wake, which will be obtained by the aid of
a High Speed Stereo Particle Image Velocimetry (HS–S–PIV) system. These
type of measurements will be able to capture the events of role-up of vortices
and consequently detailed comparisons will be possible to make.

3. The Boundary Layer wind tunnel

The Boundary Layer (BL2) wind tunnel is located at the department of Me-
chanics at KTH, and has been chosen as the experimental facility to host the
new setup. The idea with the BL tunnel is to have a short time swap between
different experiments by having exchangeable test sections. Figure 1 shows a
side view sketch of the wind tunnel and below a brief description is given. For a
more thorough description the interested reader is referred to Lindgren (2002).

The BL wind tunnel is a closed circuit tunnel, powered by an 15 kW axial
fan (1). It was the first tunnel where expanding corners (2) were utilised,
making it possible to have a 9:1 contraction (3) ratio together with a short
overall wind tunnel length. The space for the testsection (4) is 4.2 m and the
cross sectional area of the contraction outlet is 0.5 × 0.75 m2. The maximum
flow velocity is 48 m/s and the turbulence levels3 are 0.04%, 0.06% and 0.04%

2
BL also corresponds to the initials of the wind tunnel designer Björn Lindgren.

3
The following turbulence levels correspond to the high-pass filtered intensities, with a cut-off

frequency of 20 Hz.
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in the streamwise, wall-normal and spanwise directions, respectively, at the
nominal4 free stream velocity of 25 ms−1. At this nominal velocity the variation
in total pressure is less than ±0.1% and the variation in temperature is less
than ±0.07 ◦C over the cross sectional area.

4. New experimental setup

A new experimental setup for studies on wake flow instability and its control,
which has been designed and manufactured, is here introduced and described.

The new experimental setup consists of a main body, which is mounted
into a new exchangeable test section, see figure 2, designed to fit into the BL
wind tunnel (cf. section 3). The main body can be divided into three parts,
which are described individually below, i.e. the leading edge, the rectangular
forebody and the trailing edge. The latter is basically part of the rectangular-
based forebody, but different configurations of this trailing edge can have high
impact of the setup as a whole, why it is treated separately. The test section
is designed with two criteria in mind: (i) different measurement techniques
should be possible to use, (ii) the main body should have an easy access for
adjustments and cleaning during experiments.

4
During the design of the BL-windtunnel, most of the planned experiments were aimed for

a free stream velocity of 25 ms
−1

.

Figure 2. The main body mounted in the new test section
of the wind tunnel. Tubing and measurement equipment ex-
cluded.



42 Fallenius et. al.

4.1. Test section

The test section is made of steel frames with walls made of plywood and plexi-
glass. An exploded view of the test section is shown in figure 3, where the flow
direction is from left to right.

The base components are the two steel frames (1), with wooden panels
as top and bottom walls (2). The panels have openings for hatches of wood
(3) and plexiglass (4), where the latter is mainly used as inlet for the laser
sheet during High Speed Stereoscopic Particle Image Velocimetry (HSS-PIV)
measurements. There are also additional wooden hatches (5) with slits for
traversing during Pitot tube or hot-wire measurements. The side walls (6) are
mainly made of plexiglass for high optical access and wood (7). A frame of
aluminium (8) with rubber insert makes sure that the joint to the wind tunnel
contraction is sealed firmly. The inside cross-sectional area of the test section
is (W×H) 500× 750 mm2, and the length is 4 m.
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2300

1.

2.
3.

Figure 4. The rectangular-based forebody, consisting of
1. the leading edge, 2. the flat plate and 3. the trailing edge.

4.2. Rectangular forebody

The rectangular-based forebody can be divided into three parts as seen in
figure 4; a leading edge (1), a flat plate (2) and a trailing edge (3). The latter
is a part of the flat plate but can be extended with additional pieces. A closer
look to the details of these parts follows, starting with a description of the
principle of the new setup.

4.2a. Principle of setup. The main body in the new experimental setup is sym-
metric, i.e. a dual-sided plate with permeable surfaces. Changing the pressure
difference across the permeable surfaces will affect the boundary layer growth
along the plate and consequently the inlet condition of the wake.

In figure 5 a schematic of the main body shows the principle and its feasi-
bility. Note, the dimensions are not according to scale due to the high aspect
ratio of the body. The co-ordinates are defined as, x in the streamwise direc-
tion, y normal to the body and z in the spanwise direction. The corresponding
velocity components are U , V and W , respectively. A free stream flows past
the body with the streamwise velocity U∞. In the schematic the upper side
of the body is subjected to suction through the permeable surface, with the
uniform suction velocity V0. By varying the direction and velocity of the flow
through the permeable surfaces, different boundary layer profiles can be ob-
tained. Moderate levels of suction gives an asymptotic suction boundary layer
(I), while a high suction velocity can result in an inviscid slip-condition (II).
Blowing can also be applied through the full length or only partly (III). De-
pending on the chosen flow through the surfaces the initial condition of the
wake and consequently the shape of the wake profile (IV) may be varied.
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Figure 5. Schematic of the the bluff body in the new setup.
Note, not according to scale.

4.2b. Leading edge. The leading edge is symmetric in the xz-plane and its
profile is described by a modified super ellipse (MSE),

�
a− x

a

�m(x)

+
�
y

b

�n
= 1 , 0 < x < a ,

where m(x) = 2 + (x/a)2 and n = 2, see Saric et al. (2002). The aspect ratio,
given by the quotient between the semi-major axis a and the semi-minor axis b,
is 12.5. The advantage with a modified super ellipse versus an ordinary super
ellipse is the continuous derivative of the curvature at the junction between the
leading edge and the following flat plate. Figure 6 shows a comparison of the
MSE and an ordinary ellipse (x/a)2 + (y/b)2 = 1, where it can be seen that
there is no major difference between the profiles.
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Figure 6. Comparison of the MSE (−−) and an ordinary
super ellipse (· · · ).

The leading edge was milled out from a solid block of aluminium. In order
to avoid tensions and deformations of the material in the milling process, the
aluminium alloy of type Plancast R� Plus 5083 was used as raw material. A
sketch of the leading edge is shown in figure 7. Threaded holes on the sides
were made for the manufacturing process but were also used to attach the
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leading edge in the setup. The semi major axis is 250 mm, but in order to have
a smooth overlap to the following flat plat, additionally 50 mm where added.
Here 30 mm was milled as a step where the perforated sheets could be attached
firmly with screws.

300

30

540

20

0,9

40
Figure 7. Sketch of the leading edge with dimensions in [mm].

4.2c. Flat plate. The flat plate is a sandwich construction with identical top
and bottom sections. Figure 8 shows an exploded view and a side view of the
flat plate, with the trailing edge excluded. The total length of the setup is
2.3 m and the base thickness (H) is 40 mm.

The main components are the permeable sheets (1), which are made of
titanium with perforations made through laser drilling. The total length of
the permeable sheets is 2030 mm, with a permeable length of 2000 mm. The
additional 30 mm is added in order to have an overlap with the leading edge.
A more thorough description of the properties for the permeable sheets is given
below in section 4.3. The permeable sheets are attached to two frames with
arrays of T-profiles (2). An aluminum sheet (3) separates the two sides.

Since the sheets are intended for flow experiments, roughnesses such as
screw-heads through the surfaces are undesired. Furthermore, since the ma-
terial is rather expensive, permanent damage due to large amounts of glue or
similar is also undesired. In order for the sheets to not be deformed when
suction or blowing is applied, the sheets are fastened in such a way so that
they can withstand pressure loads in both the negative and positive normal
directions. Consequently, the solution to attach the permeable sheets to the
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Figure 8. Sketch of the flat plate as exploded view (a) and a
side view (b) with all dimensions in [mm]. 1. Permeable sheets,
2. Supporting frames, 3. Separating sheet.

supporting frames is to point-wise glue M2-nuts to the sheets. This also makes
it possible to detach the sheets for cleaning and inspection if needed. The only
destructive modification to the sheets is the drilling of a row of countersink
holes along the upstream edge, which are used to fasten the sheets the leading
edge with M2 screws. The screws are then covered by a thin strip of tape.

Figure 9(a) shows one supporting frame, which sides are made of two solid
aluminum bars that have milled slits for twenty-nine T-profiles, of which one
is shown in 9(b). Each T-profile has nine threaded M3 holes where custom
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Figure 9. Sketch of (a) the supporting frame, (b) a T-profile
and (c) an attachment element. Dimensions are in [mm].

made attachment elements (see figure 9(c)) are fastened with a screw. The
attachment elements then have a M2 screw that are paired with one of the nuts
that are glued to the permeable sheet. Two additional nuts on the attachment
element makes sure that it is fastened with the correct length. The design of
the attachment element makes its adjustable in two directions, which reduces
the need for precision when the nuts are glued to the sheets.

The space between the T-profiles creates twenty-nine separate compart-
ments. On each side two 10 mm holes are drilled through the side bars where
pipes and tubing are connected for withdrawal and/or injection of air. The to-
tal area of the outlets is about twice the perforated area in each compartment,
which is desired in order to have the maximum pressure drop across the sheets.
More details about the permeable material will be given in section 4.3.

The streamwise distance between the T-profiles extending in the spanwise
direction has carefully been chosen. There must be enough space for tubing and
at the same time the titanium sheets have to withstand the imposed pressure
difference across them. A study in the commercially available multihphysics
and finite element solver program Comsol R� was performed in order to ensure
that neither bulging nor curving of the sheet will occur when blowing and/or
suction are applied. To compensate for the porosity of the material, the elas-
ticity module was reduced based on the diameter of the holes. This gives an
elasticity module of 102 GPa instead of 106 GPa, which was supplied by the
manufacturer.

An average pressure drop of 535 Pa at the flow velocity around 5 cm s−1

was also given by the manufacturer. This was used as a load in the displace-
ment calculations using Comsol R� with the argument that the contemplated
velocity mostly will be less than 3 cm s−1. Figure 10 shows that the maxi-
mum displacement is less than 50 µm for the blowing as well as the suction
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case. This is considered to be an acceptable displacement considering both the
flatness of the material and the boundary layer thickness. The suction case in
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Figure 10. A finite element computation of the displacement
in the y-direction due to suction (upper), with negative dis-
placement and blowing (lower) with positive displacement.

figure 10 shows, regularly, regions extending in the spanwise direction where
there is no displacement (white regions). These regions correspond to the loca-
tion of the spanwise pointing T-profiles. In contrary, the blowing case shows,
locally, regions of no displacement (i.e. white regions), which correspond to the
point-wise glued elements holding the sheet in place (see section above).

Figure 8(b) shows that the length of the supporting frames is shorter than
the permeable sheets. This in order to have the ability to change the shape or
interior of the trailing edge, which is further described in section 4.2d.

4.2d. Trailing edge. As described above the trailing edge of the setup is inter-
changeable, which makes it possible to change the configuration and/or add
additional devices for wake flow control, either passive, active or both. Fig-
ure 11 shows the basic configuration of the trailing edge, which has an internal
chamber for base bleed or base suction. The opening in the base is here covered
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Figure 11. A trailing edge configuration (a) and an exploded
view (b) of the same.

by a plate that can be equipped with pressure holes for base pressure measure-
ments. The plate is easily replaced with alternative plates, e.g. with a slot for
base bleed or suction or width the possibility to mount of a horizontal splitter
plate.

4.3. Permeable sheet properties

Studies on the asymptotic suction boundary layer as well as the flow past a
circular porous cylinder have been carried out at the department of Mechanics,
KTH, see Fransson & Alfredsson (2003); Yoshioka et al. (2004) and Fransson
et al. (2004b), respectively. In those experiments, a sintered plastic material
with a maze-like structure were used. However, experiences from the setups
have shown that such a material is not suitable for extensive particle image
velocimetry measurements, since the smoke that is used as seeding clogs the
pores. Furthermore, such material has problems with ageing, which results in
undesirable cracks and changes of the material properties and must typically
be replaced regularly.

For the new setup, a material without the above drawbacks was preferable,
which resulted in the choice of laser drilled titanium sheets. This material has
several advantages, it is stiff, it can stand strong detergent used for cleaning, it
is resistant to corrosion and it has a smooth surface after the perforation pro-
cess. The discrete holes of the perforation makes the inspection of the cleanness
easy simply by placing a light source behind the sheet. Similar materials such
as aluminium and stainless steel were also considered, however, the former is
difficult to perforate and the latter has problem with debris in the perforation
process, which results in a rugged surface.
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4.3a. Perforations. The diameter of the laser drilled holes is 60 µm with a
distance between the holes of 0.75 mm, which gives a total number of about
1.78 M holes per sheet and an open area of 0.5%. The rows are aligned with
axis in the streamwise direction and shifted in the spanwise direction. The
thickness of the sheets is 0.9 mm and because of the focusing of the laser beam
the hole diameter on the side where the laser enters is larger (about 0.11 mm),
see figure 12.

(a) (b)

1 mm 1 mm

Figure 12. Images of the laser drilled titanium sheet. (a)
the smaller hole diameter on the outlet side of the laser beam.
(b) the larger hole diameter on the inlet side. At the bottom
of the images a reference ruler is shown.

4.3b. Permeability. Boundary layer control and drag reduction by suction thr-
ough permeable sheets have been studied over several decades, mainly with
applications within the aeronautical field. This extensive research has led to
many investigations about permeable materials, which are suitable for bound-
ary layer control.

There are two main types of permeable materials, granular and fibrous ma-
terials with a labyrinth-like structure and materials perforated straight through.
A major difference between these two types of materials is the relation between
the flow velocity and the pressure drop over the material. The flow velocity
through a labyrinth-like material increases linearly with the pressure difference,
following Darcy’s law, which reads

V =
κ

µ

∆p

t
, (1)

where V is the flow velocity through the material of thickness t. ∆p is the
pressure difference across the material and µ and κ is the dynamic viscosity
and permeability, respectively.

However, for perforated materials the relation between V and ∆p is dif-
ferent. The velocity, through such material, may be approximated by the flow
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through individual pipes. A theoretical analysis was carried out in Goldstein
(1938), yielding narrow pipes, which may be applied on perforated materials.
Provided that t/(r · Re2r) � 1, where r and Re2r correspond to the radius of
the holes and the Reynolds number based on the hole diameter and the mean
velocity through a single hole, respectively, the relation reads

V =

�
2∆p

ρ{β + 32t/(r ·Re2r)}

�α

. (2)

Here, α = 1/2 and β = 2.41. This theoretical relation has been verified exper-
imentally by Poll, Danks & Humphreys (1992).

The titanium sheets used in the present study are denoted 2TA1 and have
a thickness of t = 0.9 mm. The hole diameter is 2r = 60 µm in average and the
distance from centre to centre is 0.75 mm which gives a distance to diameter
ratio of 12.5. The row to row distance was also chosen to be 0.75 mm and
each row in the streamwise direction is shifted. Figure 12 shows pictures of the
holes on both sides of the sheets. Due to the focus of the laser beam during
drilling, the holes have a taper angle of approximately 3 degrees. This makes
the hole larger on the drilling side compared to the back, which has the desired
diameter of 60 µm.

Measurements to determine the permeability of the material were also per-
formed. Figure 13 shows the setup. A sample of the titanium sheet was clamped
between two pipes with an inner diameter of 5 cm (a). One end was connected
to a vacuum cleaner (b) and the other end to a flowmeter (c). The flow velocity
was varied by changing the voltage (d) supplied to the vacuum cleaner. By
measuring the pressure drop over the sample (e) for different flow velocities
the permeability could be determined. A barometer (f) and a thermometer
(g) were used to calculate the air density. The result of the permeability mea-
surement is shown in figure 14(a) where (◦) and (�) represent suction and
blowing, respectively. For the present perforated sheet with a typical cross
flow velocity of 3 cm s−1 we get t/(r · Re2r) > 1 and, hence, relation (2) does
not hold. However, the constant β and the exponent α in relation (2) may be
determined through curve fitting to the data in a least square sense. We obtain
β = 42.0 and 38.9 and α = 6/7 and 9/11 for the suction and the blowing case,
respectively, which are shown with solid and dashed lines in figure 14(a). The
difference is attributed to the different inlet conditions (see figure 12). During
the laser drilling process, the pressure drop over the sheet for a chosen flow
velocity of 5 cm s−1 was monitored in order to secure the quality of the perfo-
ration. The drilling was conducted in the spanwise direction and the pressure
drop was measured at the end of each row and in figure 14(b− c) the pressure
drop along the sheets is shown.
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(a)

(b)

(c)

(e)

(d)

(f) (g)

Figure 13. Setup of permeability measurements. (a) sample
mount, (b) vacuum cleaner, (c) flowmeter, (d) transformer, (e)
difference pressure gauge, (f) barometer and (g) thermometer.

5. Experimental validation of the setup

In the present section we show some validation of the experimental setup.
For this experimental validation we have used hot-wire anemometry as well as
Pitot tube measurements, which are firstly described very briefly. Secondly,
we describe the theoretical asymptotic suction profile, then we show how the
inlet condition of the wake is successfully varied and that we can reach the
asymptotic suction region over the flat plate. Secondly, we show some wake
profiles for validating the symmetry of the setup.

5.1. Measurement techniques

Hot-wire anemometry
Hot-wire anemometry is generally considered to be one of the the best mea-
surement techniques in flow experiments due to its high frequency response and
small size, which gives relatively high spatial resolution as well (see e.g. Bruun
2002, for a full reference on the hot-wire anemometry). However, the sensitive
wire breaks easy, which requires probe change and re-calibration. It also does
not reveal the direction of the flow if not a more complicated, multi-wire probe
is used. The probe that has been used for the present measurements has been
made in-house at the Fluid Physics Laboratory. It is a single wire probe with
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Figure 14. (a) permeability measurement on the sample. (◦)
suction and (✷) blowing configuration, with least square fits
with the relation (2) in (—) and (−−), respectively. (b − c)
pressure drop along the sheets in the streamwise direction at a
cross flow velocity of 5 cm s−1. (—) and (−−) represents the
left and right side of the sheets, respectively.

a length of 0.5 mm and a nominal diameter of 2.5µm. The anemometer is run
in constant temperature mode with an overheat of 80%.

Pitot tube
The Pitot tube is considered to be a simple and accurate device to measure the
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time-averaged velocity profile in a fluid flow (Ranga Raju et al. 1997). However,
to obtain accurate results for the time-averaged velocity profile in the wake of
a bluff body requires a-posteriori corrections. The measured velocity has to be
corrected for the influence of the Pitot tube itself on the flow due to its presence.
Furthermore, the velocity is overestimated due to the turbulent nature of the
flow in a wake of moderate to high values of the Reynolds number. Below a brief
summary of necessary corrections which have to be considered in Pitot-tube
measurements.

• The viscous or low Reynolds number correction is required for probe
Reynolds numbers ReD of 30 < ReD < 100, with ReD given by:

ReD =
UDp

ν
(3)

where U is the local velocity, Dp the Pitot tube outer diameter and
ν the kinematic viscosity. For the present case the Reynolds number
278 ≤ ReD ≤ 1391 which leads to the conclusion that viscous effects
can be neglected.

• The shear correction should be considered if a velocity gradient is present,
which is the case for a wake flow. The total pressure measured with the
Pitot tube in place is larger than without the probe due to asymmetric
deflection of the streamlines. The shear correction is commonly applied
by a shift ∆y of the measurement position of the pitot tube towards the
higher velocity. ∆y is given by McKeon et al. (2003):

∆y = �Dp , (4)

with:

� = 0.15 tanh
�
4
√
α
�

(5)

α =
Dp

2U

dU

dy
(6)

For the present case � < 0.1 in combination with the outer dimension
of the Pitot tube (Dp = 1.4 mm) makes this correction negligible.

• The turbulent nature of a wake flow results in an increase in the dynamic
pressure measured with a Pitot tube because the velocity fluctuation u

�

does not cancel out:

∆P =
1

2
ρ

�
U

2 + u�2
�

(7)

where ∆P is the dynamic pressure and ρ the density. The velocity fluc-
tuation can not be measured with a Pitot tube and the correction is
therefore based on a hot-wire measurement. Since the hot-wire mea-
surement is not conducted at the same vertical position y the hot-wire
data is interpolated. Figure 15 shows the velocity profile across the wake
before and after the turbulence correction is applied.
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Figure 15. Pitot tube measurements of the wake velocity
profile without (◦) and with (✷) turbulence correction.

5.2. Adjustability of the inlet condition of the wake

Modulation of the boundary layer profile at the trailing edge of the rectangular-
based forebody, i.e. the inlet condition of the wake, is managed by withdrawal
and/or injection of air through the permeable surfaces by applying suction
and/or blowing, respectively. Suction reduces the boundary layer thickness
and at sufficiently high levels it will completely disappear. A special case
of boundary layer suction is the so called asymptotic suction boundary layer
(ASBL). The analytical expression for the ASBL profile was first derived by
Griffith & Meredith (1936), but was not fully experimentally verified until 2003
by Fransson & Alfredsson. The expression for the streamwise velocity compo-
nent in the ASBL reads

U(y) = U∞

�
1− e

yV0/ν
�

, (8)

where U∞ is the free stream velocity, V0 = const. is the suction velocity, y is
the wall-normal direction and ν is the kinematic viscosity. Note, here V0 is
defined as being negative, implying that U → U∞ as y → ∞. The analytical
expression (8) enables direct integrations of the integrands corresponding to
the displacement (δ1) and the momentum loss thickness (δ2), which result in

δ1 =

� ∞

0

�
1− U(y)

U∞

�
dy = − ν

V0
(9)

and
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δ2 =

� ∞

0

U(y)

U∞

�
1− U(y)

U∞

�
dy = −1

2

ν

V0
, (10)

respectivly. This means that the shape factor H = δ1/δ2 is equal to 2. The
boundary layer thickness δ99, defined as the wall distance where U reaches 99%
of U∞, becomes

δ99 =
ν

V0
log(0.01) = δ1 log(100) . (11)

In the asymptotic suction region the Reynolds number based on the displace-
ment thickness becomes

Re =
U∞δ1

ν
= −U∞

V0
. (12)

This provides the ASBL with a unique feature, namely, that one may vary the
Reynolds number and the boundary layer thickness independent of each other.

Examples of boundary layer velocity profiles near the trailing edge of the
rectangular-based forebody are presented in figure 16. In figure 16(a) the free
stream velocity is constant as the suction level is increased. It is clear how the
boundary layer thickness is reduced, as the suction level is increased . When
the suction reaches a level corresponding to a ∆p across the sheets of around
125 Pa, the boundary layer has reached the asymptotic region. Figure 16(b)
shows the same profiles as in (a) but scaled by the boundary layer displacement
thickness in the wall-normal direction and the free-stream velocity, along with
the analytical solution of the ASBL. Velocity profiles that have a lower suction
level than 125 Pa do not collapse perfectly. Neither do the profiles with a
suction corresponding to ∆p > 500 Pa. The boundary layer velocity profiles in
figure 16(c) are measured 1H upstream of the trailing edge at a constant suction
level of 150 Pa as the free stream velocity is varied in the range 3–16 m s−1.
The dotted lines represent the boundary layer thickness for the different free
stream velocities. They are randomly distributed with a low deviation from
the mean value (dashed), indicating that the boundary layer thickness can be
regarded as constant for all measured velocities. The same profiles are shown
in 16(d), but scaled as in (b), which makes all profiles collapse on the same
analytical solution of the ASBL.

5.3. Wake symmetry

To validate that the the flow along and behind the rectangular-based forebody is
symmetric, measurements of the wake velocity profiles have been performed at
different levels of suction at a constant free stream velocity as well as increasing
free stream velocity with a constant level of suction.

• In figure 17 the free stream velocity is kept constant at 3 m/s while the
suction level through the permeable surfaces is increased.
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Figure 16. Boundary layer profiles measured −1H from the
trailing edge. In (a) the free stream velocity is constant while
the suction level increases. (b) is the same but normalised.
The arrow shows in which direction the suction level increases.
In (c) the suction pressure is constant while the free stream
velocity is increased, (d) is the same but normalised. (◦) indi-
cates 0–100 Pa suction pressure, (✸) 150 Pa, (✷) 125–450 Pa
and (�) is 500 Pa. (· · · ) and (−−) is the boundary layer thick-
ness and the mean boundary layer thickness, respectively. (−)
in (b) and (d) is the analytical solution of the ASBL.

• Figure 18 shows wake velocity profiles at a constant suction level of
150 Pa for different downstream locations when the free stream velocity
is varied.

• In figure 19 both the suction level and the free stream velocity is con-
stant at 150 Pa and 3 m s−1, respectively, as the downstream position
is changed. The wake velocity deficit decreases monotonically as the
distance increases.



Wind tunnel studies on wake instability and its control 59

0

0.5

1

1.5

U ∞
 −u

 [m
/s]

x = 4H

0

0.5

1

1.5x = 6H

−100 0 1000

0.5

1

1.5

y [mm]

U ∞
 −u

 [m
/s]

x = 8H

−100 0 1000

0.5

1

1.5

y [mm]

x = 12H

Figure 17. Wake velocity profiles measured at different
downstream locations for different levels of suction at a con-
stant free stream velocity of 3 m/s.

The result is that the wake is symmetric when varying the suction and the
free stream velocity independent of each other. This is a first check point of the
setup and we can conclude that the setup has been successfully manufactured.

6. Preliminary results

Some preliminary results regarding the Strouhal number and the base pressure
in the wake behind the rectangular-based forebody is presented below. Fig-
ure 20 shows the Strouhal plotted against the Reynolds number based on the
displacement thickness and the displacement thickness itself, respectively. The
Reynolds number depends on both the free stream velocity and the suction
velocity and interestingly one finds a branch near Re = 300, where constant
suction level and constant free stream velocity have different trends. Looking
at the relation between the St and the displacement thickness, an increased
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Figure 18. Wake velocity profiles at different downstream
locations for the free stream velocities 3, 6, 9, 12 and 15 m/s.
The arrow point in the direction of increasing free stream ve-
locity.

suction level has an almost linear increasing trend on the Strouhal number.
On the other hand while keeping the thickness constant while increasing the
velocity have a decreasing effect.

In figure 21 we show the effect on the base pressure as a function of Reδ1

and δ1. In comparing figures 20 and 21, we can conclude that the base pressure
decreases as the suction level is increased (resulting in a lower Reδ1 and δ1).
On the other hand while varying the Reδ1 by means of changing the free stream
velocity the base pressure increases, but much slower, as Reδ1 increases.
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Figure 20. The Strouhal number of the vortex shedding in
the wake at different suction levels and free stream velocities.
To the left the variation with Reδ1 and to the right the varia-
tion with δ1 are shown, respectively. (◦) indicates 10–100 Pa
suction pressure, (✸) 150 Pa, (✷) 125–450 Pa and (�) is
500 Pa.

7. Summary

The new experimental setup that is presented introduces the unique feature to
in experimental studies vary the inlet conditions of a bluff body wake. This,
in combination with a trailing edge that is easily modified, makes it an ideal
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Figure 21. The base pressure at different suction levels and
free stream velocities. To the left the variation with Reδ1 and
to the right the variation with δ1 is shown, respectively. Sym-
bols same as in figure 20

experiment for studies of different control methods for the wake flow instabil-
ity. It has been shown that by varying the suction level through the perme-
able surfaces, the shape and thickness of the boundary layer profile along the
rectangular-based forebody, is modulated. This changes the characteristics of
the wake flow in terms of the base pressure coefficient, Strouhal number and
mean velocity profile, while the free stream velocity is kept constant.
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Optimal control of inlet jet flows is of broad interest for enhanced mixing in
ventilated rooms. The general approach in mechanical ventilation is forced
convection by means of a constant flow rate supply. However, this type of
ventilation may cause several problems such as draught and appearance of
stagnation zones, which reduces the ventilation efficiency. A potential way to
improve the ventilation quality is to apply a pulsating inflow, which has been
hypothesized to reduce the stagnation zones due to enhanced mixing. The
present study aims at testing this hypothesis, experimentally, in a small-scale
two-dimensional water model using Particle Image Velocimetry with an in-
house vortex detection program. We are able to show that for an increase in
pulsation frequency or alternatively in the flow rate the stagnation zones are
reduced in size and the distribution of vortices becomes more homogeneous
over the considered domain. The number of vortices (all scales) increases by a
factor of four and the swirl-strength by about 50% simply by turning on the
inflow pulsation. Furthermore, the vortices are well balanced in terms of their
rotational direction, which is validated by the symmetric Probability Density
Functions of vortex circulation (Γ ) around Γ = 0. There are two dominating
vortex length scales in the flow, namely 0.6 and 0.8 inlet diameters and the
spectrum of vortex diameters become broader by turning on the inflow pulsa-
tion. We conclude that the positive effct for enhanced mixing by increasing the
flow rate can equally be accomplished by applying a pulsating inflow.

1. Introduction

The most common type of air distribution method for ventilation is mixing
ventilation created by a continuous supply of air with constant flow rate into
the room. Mixing ventilation is often used when there is a high heat load in the
room or a large generation of contaminants. A constant ventilation flow rate
gives rise to a jet across the room, which by air entrainment by the jet sets up a
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Figure 1. a) Schematic of the experimental PIV setup. b)
Photo of the experimental model setup: reflector mirrors and
camera (laser is not seen in this picture).

secondary motion of air. When using the ventilation air for cooling or heating
a buoyant jet is created. In case of supply of isothermal air or cooled air there
is always a risk for draught if one is directly exposed to the jet. Furthermore,
when using ventilation air for heating there is a risk for setting up stagnation
zones, which gives rise to unacceptable low air exchange efficiencies.

The above list of drawbacks calls for the need of developing new air dis-
tribution systems. In this paper we explore a new system based on varying
the supply flow rate rapidly. Our hypothesis is: (i) that the air is better dis-
tributed over the whole room giving rise to a higher air exchange efficiency, and
(ii) that the ventilation air is better spread out over the whole room lowering
the velocity and thereby reducing the risk of draught. There is a support for
above hypothesis (i) in the tests reported by Sandberg & Elvsén (2004). These
authors showed, by means of flow visualization, that a varying flow rate gen-
erated secondary vortices, which were shed into the stagnant areas within the
room. However, the observation has never been quantified.

The focus of this paper is to report on results from a fundamental study of a
system with rapidly varying supply flow rate using Particle Image Velocimetry
(PIV) along with a specially developed software for quantifying the occurrence
of vortices and get information about the probability distributions of vortex
size, vortex strength as well as vortex location. Since the presence of vortices
is a prerequisite for good mixing this type of vortex analysis is motivated for
quantifying the performance of the actual ventilation system.

The paper has the following outline. Section 2 describes the experimental
setup, measurement technique and the parameter variation study. This is fol-
lowed by a brief summary of the vortex detection program that has been used
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for the collection of the vortex statistics. The results are shown in section 3
and the summary and conclusions are found in section 4.

2. Experimental model and flow cases

2.1. Experimental setup

The experiments were performed in a two-dimensional (2-D) small-scale water
model with the dimension 30×20×0.9 cm3. To measure instantaneous velocity
fields a PIV system was used. This system consists of a Spectra Physics 400 mJ
double pulsed Nd:Yag laser operating at 15 Hz as a light source, and a double-
frame CCD camera Kodak ES1.0 8-bit with 1018×1008 pixels. The size of the
model makes it manageable to traverse the camera-view throughout the model
and investigate statistical quantities based on the 2-D velocity vector fields but
still keep high enough spatial resolution for instantaneous small-scale vortex
analysis. In the lower left and the upper right corner of the model the inflow
and outflow take place, respectively, through plastic tubing connected via pipe
nozzles attached to the model. Hence, the inflow and outflow to the model
take place through a circular cross-sectional area of a diameter D = 9 mm. For
the PIV the water was seeded with Polyamid seeding particles with a mean
particle diameter of 20 µm. The seeded water is pumped from a water tank
and passes through a mechanical pulse generator, which makes it possible to
create a pulsating flow upstream of the model of varying frequency. In the
return circuit before the tank the water passes a flowmeter in order to monitor
the flow rate. Figure 1 a) and b) show a schematic and a photograph of the
experimental setup, respectively.

2.2. Parameter variations

In this experimental investigation a pressure driven 2-D steady flow is consid-
ered as the base flow. The inflow to the room model is a so-called wall-jet with
a supply flow rate Q and corresponding supply bulk velocity Ub. The nomi-
nal time constant (τ) is a function of Q for a given volume (V ) of the room
model. In this investigation we considered two different flow rates Q1 = 0.16
and Q2 = 0.24 lit/min, located on either side of the threshold flow rate (Qtr)
corresponding to the onset of natural role-up of vortices in the outer shear layer
of the wall-jet. This Qtr-value was qualitatively determined, from flow visu-
alisations using an ordinary CCD video camera, to Qtr = 0.2 lit/min and the
considered flow rates Q1 and Q2 were set to ±20% of this value. The nominal
time constants for these flow rates are t = V/Q = 225 and 150 sec and the inlet
jet Reynolds numbers based on the inlet diameter are 376 and 564, respectively.

The characteristics of the flow field in the room model will change de-
pending on the flow rate and pulsation frequency. Here we have studied four
different pulsation frequencies F = (F0, F1, F2, F3) = (0, 0.3, 0.4, 0.5) Hz,
which also were chosen from flow visualization observations.
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Figure 2. Schematic of the near-field and far-field PIV domains.

2.3. PIV Domain decomposition an measurements

The area of the model (30×20 cm2) is too large to be collected in one PIV image,
using the current camera, if a descent spatial resolution is desired. Therefore,
the area of the model was decomposed into 12 smaller domains. The captured
data is then exported to Matlab for post-processing and analyses using domes-
tic programs. The regions of the 12 domains are grouped into near-field and
far-field domains with respect to the inflow wall-jet, with some overlap with
neighbouring domains. This is illustrated in figure 2 and in table 2.2 the limits
of the domains are specified.

In each one of the domains measurements have been carried out at the
two base flow rates Q1 and Q2 with the pulsation frequency as the variable
parameter, read F = (F0, F1, F2, F3). This results in eight subsets of PIV
measurements in each domain. In the near-field domains, R1–6, about 1 000
PIV image pairs were collected with two seconds time delay between the record-
ings. In the far-field domains, R7–12, with lower velocities, about 500 image
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Region R1 R2 R3 R4 R5 R6

x limit 2–8 6–12 10–16 14–20 18–24 22–28
y limit 0–6 0–6 0–6 0–6 0–6 0–6

Region R7 R8 R9 R10 R11 R12

x limit 0–12 9–21 18–30 0–12 9–21 18–30
y limit 2–14.1 2–14.1 2–14.1 7.9–20 7.9–20 7.9–20

Table 1. Extents of measurement domains (see figure 2). Fig-
ures are given in [cm].

pairs were collected with three seconds time delay. In total this amounts to
about 72 000 PIV image pairs considering all domains and parameter variations
of the room model.

2.4. Method of vortex indentification

To access statistical properties of vortices from instantaneous PIV images we
will use an in-house developed vortex detection program described in Fallenius
(2009). In order to detect vortices that are embedded in 2-D velocity fields,
commonly acquired through PIV-measurements, Adrian et al. (2000) suggested
that decomposition of the velocity field by low-pass filtering is an adequate way
to visualise small-scale vortices. In their study, a Gaussian filter was used for
the decomposition and the vortices were then detected by using the approach
suggested by Chong et al. (1990), i.e. identifying closed or spiral streamline
patterns by looking at the complex eigenvalues of the high-pass filtered (hpf)
2-D velocity gradient tensor,

∇uhpf
2D =

�
∂u
∂x

∂u
∂y

∂v
∂x

∂v
∂y

�
. (1)

Regions where the imaginary eigenvalues, λci, are positive and greater than
a threshold value are then defined as a vortex. In the present investigation we
have consistently used λi = 0.025 as the threshold value. Agrawal & Prasad
(2002) also used a Gaussian filter to perform the decomposition suggsted by
Adrian et al. (2000), while vortices were identified by looking at the neigh-
bouring vectors of each point. If the angular orientation of the surrounding
vectors experienced a monotonically angular variation from 0 to 2π the point
was considered to be a vortex centre. The same decomposition will be used
here, while the ∆-method according to Chong et al. (1990) will be used for the
vortex identification.
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Each contour region is then examined in order to determine relevant prop-
erties such as location, size, circulation and swirl strength of the vortex. This is
executed in the following manner. The centre of the vortex is identified by find-
ing the x- and y-coordinates of the maximum imaginary eigenvalue, λci,max,
within the contour. This eigenvalue is also stored as a measure of the swirl
strength of the vortex (see e.g. Zhou et al. 1999). The size of the vortex is
then determined by first calculating the area inside the threshold contour level.
An equivalent radius to a corresponding circle (C) with its origin at λci,max is
then used as a starting radius for calculating the circulation, γ, through direct
integration along C’s perimeter l according to

γ =

�

C
uhpf
2D · dl . (2)

This process is repeated while stepping outwards from the vortex centre until
the maximum value of the circulation is reached, which then is stored. The
corresponding radius is also stored as the vortex size.

3. Results

3.1. Base flow

Mean velocity profiles of the wall-jet at the bottom surface are shown in fig-
ure 3 a) and b) as unscaled and scaled data, respectively. The solid line in b)
corresponds to the self-similar solution of the Glauert 2-D wall-jet problem (see
e.g. Kundu & Cohen 2008). The scaled wall-normal coordinate η corresponds
to y/δ(x), where δ(x) is the boundary layer length scale defined as

δ(x) =
�

xν/U(x) .

Here U(x) is taken as the mean velocity of the wall-jet as

U(x) =
1

δ∗(x)

� δ∗(x)

0
U(x, y) dy ,

and ν is the kinematic viscosity. δ
∗ is a truncated wall-normal distance out-

side the wall-jet where the velocity is close to zero. The experimental wall-jet
scales as expected and one may conclude that it also agrees well with the
self-similarity solution of the Glauert wall-jet problem provided that a virtual
origin of x0 = −0.04 m is introduced. The virtual origin takes into account the
undeveloped region close to the inlet, where furthermore the boundary layer
equation is not valid. The virtual origin was chosen for good agreement with the
theoretical profile by Glauert but was then applied consistently to all profiles
independent of the x-location. Note that the fundamental difference between
the experimental setup and the assumption in the Glauert problem is that
the experimental wall-jet is highly confined between the two vertical walls of a
spacing of 1 cm, whereas the Glauert wall-jet is assumed to be two-dimensional.
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Figure 3. Downstream evolution of wall-normal streamwise
velocity profiles of the incoming wall-jet. Q = Q1. a) Di-
mensional profiles. b) Dimensionless profiles. Solid line in b)
corresponds to the theoretical Glauert wall-jet.

In figure 4 the entire flow field (domains R1–12) of the base flow cases Q1

and Q2, i.e. without inflow pulsation, are shown in a) and b), respectively.
The background contour plot shows the magnitude of the velocity vector, |U |,
and the white arrows correspond to the 2-D velocity vector plot. In comparing
these two cases one may note that the larger the inflow rate is the thicker is the
wall-jet, which gives rise to a wider vertical jet towards the outflow location of
the model. This in turn causes a larger region to be affected by the pressure
driven inflow, which enhances the mixing. One may note that there is a main
stream from the inlet to the outlet of the model, so the challenge is to make
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Figure 4. Base flow cases without inlet pulsation F = F0. a)
and b) show the velocity vector fields with the velocity vector
magnitude in the background for Q1 and Q2, respectively. The
data is normalized using the maximum value in the Q2 case.
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Figure 5. Mean vorticity field (R7–12) as the background
contour plot overlaid by the vector velocity field. a) − d)
show the Q1 case for successively increasing inlet pulsation
frequency F0− F3, respectively.

the calm region more active in the sense that the considered fluid is exchanged
to a larger degree.

3.2. Effect of pulsating inflow

In order to illustrate the effect of applying a pulsating inflow we focus here on
the far-field domains (R7–12), which are relatively calm except for the vertical
main stream along the outflow side originating from the strong inlet wall-jet.
In figure 5 the mean vorticity field is shown as a contour plot in the back-
ground with the overlaid velocity vector field. The mean vorticity field tells us
something about the mean velocity gradients, so regions of high vorticity are
desired for good ventilation. Furthermore, instantaneous vorticity fields (not
shown here) can be seen as a quantity to identify regions of eddies, which is
necessary for good mixing. However, using the vorticity field as a mean to iden-
tify vortex structures has several drawbacks and can be seen as quite arbitrary.
This method fails as soon as the background shear is within the same order of
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Figure 6. Streamlines in the far-field domains (R7–12) for
Q1 and for increasing pulsation frequency F0, F1, and F3 in
a), c) and d), respectively. b) Shows the Q2 F0 case as a
second reference.

magnitude as the vortex itself. Thus, in identifying vortices the method out-
lined in section 2.4 is used and the results will be shown in the next subsection.
In figure 5 a) − d) the Q1 case is shown for successively increased pulsation
frequency F0, F1, F2, and F3, respectively. The spanwise vorticity (ω) is
normalized with the maximum value of the velocity vector magnitude and the
length scale L, corresponding to the diagonal length of the model. From this
set of figures it is clear that for an increase in pulsation frequency of the inflow
condition a mean vorticity streak is established with increasing intensity in the
domains R10–11. Furthermore, even though the averaged volume flow rate is
the same it is seen that the mean velocity field seems to be accelerated and the
portion of re-circulated fluid in the domains R7, 8, 10, and 11 is successively
increased.

A streamline plot of a flow field has the distinct feature of elucidating re-
gions of stagnant flow and hence are shown for the Q1 case for successively
increasing pulsation frequency F0, F1 and F3 in figure 6 a), c) and d), re-
spectively. In b) the Q2 case of the non-pulsating inflow condition is shown
as a second reference. In a) three stagnation points may be observed in the
domains R8, 10 and 11, which are reduced in size and moved away to the
sides of the model for increasing pulsation frequency (best illustrated in R11).
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Figure 7. The small-scale structures in the domain R8 for
Q1 and for increasing pulsation frequency F = F0, F1, and
F3 in a), c) and d), respectively. b) Shows the Q2 F0 case.

The stagnation point in R10 is almost resolved for the highest frequency F3
as compared to F0. It should be pointed out that there is at least one more
stagnation point in the near-field domains (not shown) since the flow going in
the negative y-direction in R7–8 has to turn around and follow the wall-jet in
positive x-direction. In figure 6b), for increasing flow rate, one may observe
that the stagnation point in R10 is somewhat resolved as compared to a), the
stagnation point in R11 is reduced but not as much as in d), i.e. for the high-
est considered pulsation frequency F = F3. Here we may conclude that by
applying a pulsation frequency to a constant flow rate one may improve the
re-circulation considerably as compared to what may be accomplished by ap-
plying more raw power, in terms of increasing the flow rate with 50% as done
in figure 6b).

Another observation is that the main stream, from the vertical jet, is spread
out more in the negative x-direction for increasing pulsation frequency as com-
pared to an increase in flow rate (compare figure 5c)−d) with figure 5b)). Recall
section 2.2 how Q1 and Q2 were chosen. The wider vertical jet (observed from
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Q1 Q2

F no. of IP vortices no. of IP vortices

F0 511 2978 511 12464
F1 511 12021 511 20946
F2 511 15409 511 21759
F3 511 16229 511 24341

Table 2. The number of PIV-image pairs (IP) taken during
the experiments and the number of detected vortices for each
F .

figure 4a)−b)) is the effect of break-down to turbulence in the outer shear-layer
due to an increase in wall jet Reynolds number. The transition onset in the free
shear-layer is triggered at subcritical Reynolds number when flow pulsation is
turned on (see figure 5c) and d).

3.3. Vortex statistics

In order to evaluate the presence of small-scale structures the small-scale veloc-
ity field is extracted by convolving a Gaussian low-pass filter on the full velocity
field. The filter averages each point with the surrounding points resulting in a
large-scale velocity field. The large-scale velocity field is then subtracted from
the full velocity field, which consequently gives the small-scale velocity field as
briefly described in section 2.4. The result of this filtering is shown in figure 7
for the domain R8 with a) − d) corresponding to the same parameters as in
figure 6. Interesting to note is that the eddy motion appears to increase with
increasing pulsation frequency (cf. figure 7c)− d)) as compared to an increase
in flow rate (cf. figure 7b)) when originally compared to the low volume flow
rate without any inlet pulsation (cf. figure 7a)).

In the following, vortex statistics will be presented in order to quantify the
effect of inlet pulsation. The analysis is restricted to domain R11, which is one
of the the least active domains (for Q = Q1) looking at the vorticity field in
figure 5 a) and is therefore the most interesting to trace changes in. In table 2
the number of captured PIV image pairs as well as the number of detected
vortices in R11 are shown for each parameter combination of Q and F . An
interesting observation is that the number of detected vortices increases by a
factor of four when pulsation is turned on, and the number keeps increasing
for a successive increase in pulsation frequency.

3.3a. Distribution of vortices. An overview picture of the presence of vortices is
shown in figure 8. Left and right columns of this figure correspond to Q = Q1
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Figure 10. PDF of the distribution of vortices in the y-
direction in the domain R11. (−) and (· · · ) shows the Q1

and Q2 flow rate, respectively. The number of bins is 29 and
90% of the vortices are located between the (×)-marks.

and Q2, respectively, and the rows to successively increasing pulsation fre-
quency. Without pulsation (F = F0) there are inactive regions for both Q1

and Q2, and for Q2 in particular the upper left corner of the flow field is com-
pletely passive. Following the evolution of vortex distribution for increasing
pulsation frequency it is seen that the passive regions are reduced in size and
that a more homogeneous distribution of vortices is obtained.
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In figures 9 and 10 the Probability Density Functions (PDFs) of the vortex
distributions are shown for the horizontal (X/D) and the vertical (Y/D) di-
rections, respectively. The low activity zones, for F = F0, are reflected in the
dip of the number of vortices with minima around X/D = 18 and Y/D = 17,
respectively. This dip is reduced in average over the considered direction for
increasing pulsation frequency or alternatively for an increase in the flow rate.
The (×)-symbols in figures 9 and 10 indicate the locations enclosing 90% of
the total number of detected vortices for each case. The fact that the number
of vortices goes to zero at the ends of the domain is inherent in the vortex
detection program and should be seen as a boundary domain problem and not
as a true result.

In summary, the presence of small scale vortices is the first prerequisite
of good mixing and is here shown to be fulfilled with a more homogeneous
distribution of the vortices in the domain for an increase in pulsation frequency
or alternatively in the flow rate.

3.3b. Vortex size. The diameter, d, of the vortices and their rotational direc-
tions, clock-wise (CW) or counter-clock-wise (CCW), are of importance for
the mixing. Having the whole spectrum of vortices, from tiny to large, and a
balanced number of CW versus CCW rotations, would be advantageous. In fig-
ure 11 the positions of the most frequently appearing vortex diameter, namely
±0.5% of the diameter PDF peak value, are plotted. One may conclude from
the figure that the diameter PDF peak becomes broader with increasing pulsa-
tion frequency, since the number of vortices in the figures from F0 to F3 clearly
increases. Another observation is that a more homogeneous distribution of the
most common vortex diameter is obtained and that the rotational direction
seems to be well balanced (cf. the caption of figure 11 and the significance of
the different symbols).

The broader vortex diameter PDF peak is clearly seen by looking at the
PDFs directly, as in figure 12. This figure also shows that the most frequently
appearing vortex size is about 0.6 inlet diameters (D) and that there are two
peaks in the PDF, with the second corresponding to 0.8D. The (×)-symbols in-
dicate the limits for the 5% smallest and 5% largest vortices, which correspond
to about 0.5D and 1D, respectively.

In figures 13 and 14 the positions of the vortices with sizes less than 0.5D
and greater than 1D are plotted, respectively. The small scale vortices show
the same trend as the overall picture (see figure 11), i.e. a more homogeneous
distribution in the domain with a balanced number of CW and CCW vortex
rotations. The large scale vortices, on the other hand, show a line-up of CW and
CCW vortices as alternating streaky regions in the diagonal direction (lower-
left to upper-right). This alinement of vortices is best observed for the high
flow rate case Q = Q2, but can also be noted for the Q = Q1 for F ≥ F2.
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Figure 11. Vortices with a size corresponding to ±0.5% of
the PDF peak value. (◦)- and (+)- symbols have CCW and
CW rotational direction, respectively.
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Figure 12. PDF distribution of vortex size. (−) and (· · · )
shows the Q1 and Q2 flow rate, respectively. (×) marks the
limits for the 5% smallest and the 5% largest vortices. The
number of bins is 99 and for a better view the plots are trun-
cated at d/D = 1.4.

In summary, a second prerequisite of good mixing is that a broad span
of the diameter spectrum is present and that the rotational direction of the
vortices are well balanced of CW versus CCW rotations. These two vortex
statistics are improved for an increase in pulsation frequency or alternatively
in the flow rate.
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Figure 13. Vortices with a size corresponding to 5% smallest
vortices. (◦)- and (+)- symbols have CCW and CW rotational
direction, respectively.
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Figure 15. PDF distribution of vortex swirl-strength. The
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at λi = 0.125. (×) marks the limits for the 5% weakest and
the 5% strongest vortices.

3.3c. Vortex swirl-strength. The swirl-strenght of the vortices is directly de-
fined by the imaginary part of the eigenvalue, λi (see section 2.4). In figure 15
the PDFs are shown for all cases. An interesting result is that as soon as the
pulsation frequency is turned on the number of strong vortices increases dras-
tically. The very narrow PDF peak for the (Q1, F0)-case is reduced in height
for the favorable effect of re-distributing a number of vortices into the more
intensified range of vortices. Obviously, the stronger the vortices are the better
becomes the mixing. For a further increase in pulsation frequency there is no
further improvement. One may also conclude that increasing the flow rate will
have the same effect on the vortex swirl-strength. Again the (×)-symbols in-
dicate the onset for the 5% weakest and the 5% strongest vortices. Simply by
looking at the movement of this onset for the 5% strongest vortices one may
estimate the increase in swirl-strength to around 50% (from around 0.05 to
0.075 in figure 15) when the pulsation frequency is turned on or alternatively
the flow rate is increased.

The vortices corresponding to ±0.5% of the PDF peak value are shown in
figure 16, where one may conclude (i) again that the CW and CCW vortex
rotations are more or less equally represented, (ii) that the distribution of
the strongest vortices are fairly homogeneous, specially for Q = Q1, and (iii)
that the number of strong vortices increases drastically when turning on the
pulsation frequency.

In summary, from this result it is clear that the vortices contributing to
an improved mixing originates from the shear-layer instability and role-up of
vortices, since this process of vortex role-up sets in at a subcritical Reynolds
number, i.e. for Q = Q1, with pulsation or alternatively at a overcritical
Reynolds number, as for the Q = Q2 case (see figure 15).
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Figure 16. Vortices with a swirl-strength corresponding to
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Figure 17. PDF distribution of vortex circulation. The num-
ber of bins is 99 and for better view the plots are truncated
at Γ/(UbD) = ±0.05. (×) marks the limit for the 5% of the
vortices with the lowest and highest circulation.

3.3d. Vortex circulation. The circulation (Γ ) of the vortices may be seen as a
complementary measure of the vortex swirl-strength. It is at the same time
a measure of the rotational direction with positive and negative values corre-
sponding to CW and CCW directions, respectively. In figure 17 the circulation
PDFs are shown for all cases. The distributions confirm what previously has
been noted that the CW and CCW vortex rotations are well balanced, since
the circulation PDFs are close to symmetric around Γ = 0. The high peaks for
(Q1, F0) are reduced and become broader, i.e. stronger vortices appears, by
turning on the pulsation frequency or alternatively by increasing the flow rate.
As in previous figures, the values of the 5% weakest and 5% strongest vortices
are indicated by the (×)-symbols.

The mean vortex circulation in each point in the domain can be calculated
and in figure 18 the distribution is shown for all cases. One may observe a
negative circulation (CCW vortex rotation) region in the diagonal direction
which intensifies for increasing pulsation frequency. In the Q2 case this region
moves to the upper-left corner. Note that the green region does not necessarily
mean that the circulation is zero, in most parts it simply corresponds to regions
which are well balanced between CW and CCW vortex rotations giving a zero
mean value.

In summary the statistics of the vortex circulation tells us that the vortices
are equally represented by positive and negative circulation, since the PDFs in
figure 17 are close to symmetric around Γ = 0.
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4. Summary and conclusions

The general approach in mechanical ventilation is to use a constant flow rate
forced convection system providing the ventilation air. This type of ventila-
tion may cause several problems such as draught and appearance of stagnation
zones, which subsequently give rise to a low ventilation efficiency. An alter-
native to increase the ventilation quality is to introduce flow variations. The
aim with the present study is to quantify the effect of pulsating inflow to a
closed volume using the PIV technique. The experiments were performed in a
small-scale water model.

We have shown that the wall-jet developing over the lover surface, as a
result from the inlet jet to the closed volume, obeys the expected scaling from
theory. The wall-normal distance scales with {xν/U(x)}1/2 and the experi-
mental wall-jet profiles agree well with the Glauert wall-jet similarity solution.

For increasing pulsation frequency, while keeping the flow rate constant,
there is a mean vorticity streak in the re-circualtion region, which gradually
increases in size and intensifies as the pulsation frequency is progressively in-
creased. This is a favourable effect since the vorticity is directly related to
mean velocity gradients and often rotational effects, which in turn implies an
improved mixing. The streamline plots in the far-field indicate also an im-
proved flow map considering the stagnation points. For increasing pulsation
frequency the stagnation zones are reduced in size and their locations move in
a favourable direction from a mixing point of view.

Regarding the small-scale vortex analysis we may conclude the following.

• The presence of small scale vortices is the first prerequisite of good
mixing and is here shown to be fulfilled with a more homogeneous dis-
tribution of the vortices in the considered domain for an increase in
pulsation frequency or alternatively in the flow rate (see figure 8).

• In comparison with the natural case without any pulsation frequency
the number of vortices (all scales) increases by a factor of four as soon
as the lowest pulsation frequency is turned on. Note that the number of
vortices keeps increasing for a successive increase in pulsation frequency.
At the highest pulsation frequency (F3) the number has increased by
another 35% compared to the lowest (F1) (see table 2).

• A second prerequisite of good mixing is that a broad span of the diameter
spectrum is present and that the rotational direction of the vortices
are well balanced of CW versus CCW rotations. These two vortex
statistics are shown to improve for an increase in pulsation frequency or
alternatively in the flow rate. Figure 12 shows that vortices are present
with diameters in the range 0.4 < d/D < 1. The PDFs of the vortex
circulation confirm that the CW and CCW vortex rotations are well
balanced, since the PDFs are close to symmetric around Γ = 0 (see
figure 17).
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• A more homogeneous distribution of the most common vortex diameter
is also obtained with an increase in pulsation frequency or alternatively
in the flow rate. The broader vortex diameter PDF peak is clearly seen
by looking at the PDFs directly, as in figure 12. One may also observe
that there are two dominating vortex sizes, since there are two peaks
in the PDFs. The most frequently appearing vortex size is about 0.6D
and the second one is around 0.8D.

• Regarding the vortex swirl-strength we can estimate an increase of about
50% when the pulsation frequency is turned on or alternatively the flow
rate is increased.

In summary, from these results we conclude that the vortices contributing
to an improved mixing originates from the shear-layer instability and role-up
of vortices, since this process of vortex role-up sets in at a subcritical Reynolds
number, i.e. for Q = Q1, with pulsation or alternatively at a overcritical
Reynolds number, as for the Q = Q2 case. With a pulsating inflow the role-up
of vortices in the shear layer strengthens. Furthermore, the results tell us that
the positive effect for enhanced mixing by increasing the flow rate can equally
be accomplished by applying a pulsating inflow.
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Vortex analysis in the wake of a porous cylinder

subject to continuous suction or blowing

By Bengt E. G. Fallenius and Jens H. M. Fransson

Linné Flow Centre, KTH Mechanics, SE–100 44 Stockholm, Sweden

Wake flow effects behind a porous cylinder subject to varying levels of continu-
ous suction or blowing have been investigated using particle image velocimetry
(PIV). Due to large mean flow changes in the wake, but with opposite trends
when suction and blowing are applied, the location of interesting events, such
as the mean confluence point of the twin-vortices and the position of maximum
back-flow, move and consequently two different PIV-frames were investigated
for the suction and the blowing cases. This limits the analysis to relative com-
parisons with the natural case, i.e. without suction or blowing applied. For
moderate levels of suction and blowing (less or equal to 6.5% of the free stream
velocity), suction can completely suppress the boundary layer growth and the
flow becomes potential-like around the cylinder. Blowing gives the opposite
effect with an increase of the wake size, which has been quantified by means of
vortex formation length measures. The Reynolds number is around 3.5 × 103

implying that the wake flow is turbulent with a wide range of vortex sizes
and intensities. It is shown that streamwise streaky regions with induced sec-
ondary vortices from the primary von Kármán vortices are present. In general,
the secondary vortices are smaller, weaker and of opposite rotational direction
compared to the primary ones. The streamwise streaky regions are reduced
in their streamwise extent and move towards the shoulders of the cylinder,
when suction is increased. Blowing has the opposite effect but experiences an
interesting change in trend for high enough blowing levels, i.e. the smaller vor-
tices become the strongest ones. This is suggested to be a result of the energy
transfer from the primary to the secondary vortices.

1. Introduction

The phenomenon of periodic vortex shedding behind bluff bodies is of direct
relevance to many practical and industrial applications, such as in telecom
masts, aircraft and missile aerodynamics, civil and wind engineering, marine
structures, and underwater acoustics. It is well known that this periodic vor-
tex shedding can lead to devastating structural vibrations that finally lead to
material fatigue and structural failure.
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The vortex shedding instability, in the wake behind bluff bodies, is a self
excited oscillation that will set in even if all sources of noise are removed (see
Gillies 1998), and can be shown to be attributed to the local stability prop-
erty of the two-dimensional mean velocity wake profile behind a bluff body.
Monkewitz (1988) identified a sequence of stability transitions by using a fam-
ily of wake profiles, that resulted in ReC < ReA < ReK , where ReC (≈ 5),
ReA (≈ 25), and ReK (≈ 47) are critical Reynolds numbers that mark the on-
set of convective, absolute, and von Kármán shedding instability, respectively.
This sequence was in fully agreement with the qualitative model predictions
by Chomaz et al. (1988) the same year. The onset of the global von Kármán
shedding mode occurs via a so-called supercritical Hopf bifurcation (see e.g.
Provansal et al. 1987). For a review on the stability properties of open flows
in general the interested reader is referred to Huerre & Monkewitz (1990), and
for reviews on cylinder flows in particular see e.g. Williamson (1996); Buresti
(1998); Norberg (2003); Zdravkovich (1997, 2003).

The wake flow behind circular cylinders have been studied thoroughly
the last century and lately also different methods to control its instability.
Both passive and active control methods have successfully been applied. Here,
the distinction between passive and active control methods is made based on
whether the energy in the flow system is used for the control or if energy has to
be added to the system in order to obtain the control. Examples of passive and
active control methods are for instance, splitter plates or obstacle placements in
the very near wake, and base-bleed or cylinder vibrations, respectively. Below
a brief review of different control methods, that have been applied on circular
cylinders, is given.

A simple passive control method is to place a thin splitter plate aligned in
the streamwise direction on the centreline of the near wake (see Roshko 1955,
1961). For a specific length of the splitter plate the sinuous von Kármán mode
is altered for a varicose mode that causes a pair of twin–vortices to be formed,
one on each side of the plate. More recently, Grinstein et al. (1991) carried
out numerical simulations on the effect of an interference plate in the wake of
a plate and found that the base pressure coefficient could decrease by a factor
of 3 depending on the length of the plate and its separation from the base.

Experiments on circular cylinders with forced rotary oscillations have shown
to give a drag reduction of up to 80% at Re = 15 × 103 for certain ranges of
frequency and amplitude of the sinusoidal rotary oscillation (see Tokumaru &
Dimotakis 1991). Shiels & Leonard (2001) performed numerical simulations
of this control approach where the above experimental findings were verified
and showed indications that this kind of control could be even more efficient
at higher Re.

A rotating circular cylinder with a constant angular frequency can also
suppress the vortex shedding, but due to an increased shearing mechanism
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for even higher rotation speeds a second mode appears and the drag starts
increasing again. At high enough rotation speeds the second mode will also
be suppressed by the rotation (see e.g. El Akoury, Braza, Perrin, Harran &
Hoarau 2008). Moreover, El Akoury et al. were able to show that a constant
angular frequency is able to attenuate the secondary instability related to the
spanwise undulation and therefore increase the critical Reynolds number for
shear layer transition of the wake.

Control approaches using feedback control have also been attempted. Rous-
sopoulos (1993) carried out experiments in a wind tunnel with acoustic waves
from a loudspeaker as actuation as well as by vibrating the cylinder. In a nu-
merical study by Park et al. (1994) blowing and suction through slots on the
rear part of the cylinder were utilized as actuation. However, this investigation
were performed at relatively low Reynolds numbers (< 300) and so far it does
not exist any results on higher Re-flows.

Glezer & Amitay (2002) used synthetic jets, which provide a localized
addition of momentum normal to the surface, on selected positions over the
cylinder in order to delay separation in both laminar and turbulent boundary
layers. They argued that this delay was caused by increased mixing within
the boundary layer. In addition, the interaction between the jet and the cross
flow has a profound effect both on the separated shear layer and on the wake;
the magnitude of the Reynolds stresses is reduced indicating that the delay in
separation is not merely the result of a transition to turbulence in the boundary
layer.

Experiments with suction or blowing through the entire surface of the
cylinder in order to control the vortex shedding have been considered by e.g.
Pankhurst & Thwaites (1950); Hurley & Thwaites (1951); Mathelin et al.
(2001a,b); Fransson et al. (2004). Pankhurst & Thwaites (1950) made com-
bined experiments with continuous suction through the surface and a flap in
form of a short splitter plate at different angles. They showed through surface
pressure and wake velocity measurements that with the flap directed in the
streamwise direction and for sufficient suction1 (Cq

√
R � 10) the separation

is entirely prevented and a remarkable close approximation to the potential
flow solution is achieved. Furthermore, Hurley & Thwaites (1951) performed
boundary layer measurements on the same porous cylinder and found in general
good agreement with laminar boundary layer theory. However, no time resolved
measurements to determine the vortex shedding frequency were reported.

The von Kármán frequency is Reynolds number dependent, whilst the di-
mensionless frequency known as the Strouhal number is constant (≈ 0.2) in the
range 102 � Re � 105. Mathelin et al. (2001a,b) considered the case of con-
tinuous blowing through the entire cylinder surface (see Mathelin et al. 2001a,

1
Here Cq is a suction coefficient defined as the suction velocity per unit area divided by the

free stream velocity.
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for a detailed description of the experimental setup). Among the effects ob-
served are a wider wake and a decrease of the Strouhal number with increasing
blowing. They report an analytical relation of an equivalent Reynolds number
of the canonical case, which produces the same flow characteristics in terms of
vortex shedding instability as the case with blowing versus the blowing rate.
The result is that the Strouhal number decreases with blowing, which was ex-
perimentally verified by Fransson et al. (2004), who also considered the effect of
continuous suction, which turns out to have the contrary effect on the Strouhal
number. In Fransson et al. (2004) the changes in the flow due to blowing or
suction were analyzed in terms of mean and fluctuating velocity profiles in the
wake through hot-wire anemometry, pressure distributions on the cylinder, and
drag and vortex shedding measurements. Furthermore, smoke visualizations of
the flow field in the near wake of the cylinder for different blowing or suction
rates were reported. Image averaging enabled the retrieval of quantitative in-
formation, such as the vortex formation length, which showed that the vortex
formation length is decreased by 75% and increased by 150% for 5% of suction
and blowing of the free stream velocity, respectively.

In this study the effect of continuous suction or blowing through the entire
surface of a porous cylinder has been investigated with the emphasis on vortex
statistics in the wake of the cylinder, which complements above cited works
on porous cylinders. Vortex analysis, apart from the Kármán vortices, can
only be performed with an instantaneous flow field measurement technique
and here a two-dimensional Particle Image Velocimetry (PIV) system has been
used. As stated above it has previously been shown that suction and blowing of
continuous type have a large impact on the mean velocity field and consequently
the drag force, but has not given any information about the effect on the
individual vortices and small scale structures. The Reynolds number is around
3.5×103, which is in the subcritical regime (cf. Roshko 1961), implying laminar
boundary layers around the cylinder with a purely laminar separation and a
turbulent wake with a wide range of both vortex sizes and strengths.

The present paper has the following outline, in section 2 the experimental
setup and measurement technique is reported, which is followed by a summary
of the applied vortex detection program in section 3. In section 4 the results
are presented and the paper ends with a summary and conclusion section (5).

2. Experimental setup and measurement technique

2.1. Wind tunnel

The experiments were performed in the BL wind tunnel2 at KTH Mechanics,
Stockholm. The cross sectional area of the test section is 0.5×0.75 m2, and it is
4.2 m long with a maximum speed of 48 m s−1. The flow quality in this tunnel
is considered good with a turbulence intensity (of all three components) of less

2
Boundary Layer or Björn Lindgren named after its designer.
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than 0.04% of the free stream velocity. The tunnel has a heat exchanger after
the fan, prior to the first corner. At 25 m s−1 the temperature variation over
the cross section area is less than ±0.07 ◦C and the variation over a time period
of 4 hours is less than ±0.03 ◦C. At this speed the total pressure variation is
less than ±0.1%. The tunnel was successfully designed with expanding corners
(larger outlet than inlet cross section area) in order to reduce the total wind
tunnel circuit length with only a negligible increase of the total pressure loss.
The interested reader is referred to Lindgren (2002) for further details.

2.2. Cylinder

The same porous cylinder as was used by Fransson et al. (2004) for flow visu-
alisation was used in the present investigation. The cylinder consists of a cross
profile made of brass as an inner skeleton. A sintered plastic material shaped
to a cylinder is then slided over the brass profile and sealed, creating four iso-
lated chambers through where different amount of blowing or suction may be
applied. The end parts were made of brass pieces and act as plugs on each side
of the cylinder. These were equipped with four inlets for tube connections that
were confluenced before connected to a flow meter (rotameter type). Tubing
was also used to lead air to or from a low or high pressure vessel, respectively,
depending on whether suction or blowing was desired. The pressure source was
either a regular vacuum cleaner, for suction, or a compressor, for blowing.
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Figure 1. Schematic of the experimental setup. Flow is from
right to left.
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Figure 2. (a) Permeability determination of the porous ma-
terial (repeated for all chambers). Solid line is the best fit to
all data. (b) Suction/blowing distribution due to the static
pressure variation around the circumference of the cylinder.

In figure 1 a schematic of the experimental setup is shown with relevant
measures. The cylinder was mounted vertically in the test section and has a
diameter of D = 50 mm and a porous length of 600 mm. The porous material is
a sintered plastic material with an average pore size of 16 µm, and the thickness
(t) is 2.5 mm. Previous surface roughness measurements on a similar but flat
porous plate (see Fransson & Alfredsson 2003) showed a deviation of ±1 µm
from the mean surface, which for the present case can be considered to be
hydraulically smooth. The cylinder is made from a flat plate which is bent to
form a circular cylinder. This means that there is a joint in the axial direction
along the full length of the cylinder, and this gives rise to a small asymmetry
with a 0.5 mm larger diameter in average when measured over the joint. The
joint is therefore positioned at 180◦, i.e. behind the cylinder in the streamwise
direction, in order to avoid any flow asymmetry.

The rate of suction or blowing is quantified by the parameter Γ = V0/U∞×
100, where V0 is the velocity through the cylinder surface and U∞ is the free
stream velocity. Throughout this investigation the free-stream velocity was set
to U∞ = 1 m s−1. Negative and positive values of Γ are associated with suction
and blowing, respectively. To determine the permeability of the material the
pressure difference (∆p) over the cylinder wall and the flow rate Q = V × S,
where V and S are the velocity through the porous material and the surface
area, respectively, were measured, when suction was applied. Through Darcy’s
law the permeability (κ) is then determined to be κ = µtV/∆p = 2.31× 10−7

m2, by means of a least square line fit to the data (µ is the dynamic viscosity),
see figure 2(a). Once the cylinder is mounted inside the testsection a non-
uniform suction/blowing rate is expected in the circumferential direction of the
cylinder surface since the static pressure on the cylinder surface varies when
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Figure 3. The position of the image frames and their coor-
dinates in the PIV measurements for the suction case (I) and
the blowing case (II).

exposed to an oncoming flow and the fact that the tubing from the different
chambers are confluenced before connected to the pressure source. However,
the influence can be shown to be rather small. For the suction case the largest
suction velocity occurs along the front stagnation line and then it decreases
towards the rear. In the separated region the suction velocity is fairly constant
and for a suction rate of 1.4% of the free stream velocity the suction velocity
is reduced by about 6% smaller in this region as compared to the front. For
larger suction rates the difference becomes smaller. In contrast, for the blowing
case the smallest injection velocity is along the frontal stagnation line and
then increases and becomes constant beyond 65◦. In this case the maximum
variation is less than 7% and the variation decreases with increasing blowing
rate, see figure 2(b).

2.3. Measurement technique

For the velocity measurements a Particle Image Velocimetry (PIV) system was
used in order to allow entire flow fields to be captured instantaneously. The
PIV-system used consists of a Spectra Physics 400 mJ double pulsed Nd:Yag
laser operating at 15 Hz as a light source, and the camera is a double-frame
Kodak ES1.0 8-bit CCD camera with 1018× 1008 pixels. Furthermore, a laser
arm was connected to the laser, which facilitates traversing of the laser sheet.
The air was seeded with smoke particles generated by heating a glycol based
liquid with a disco smoke generator, JEM ZR20 Mk II. The smoke inlet to the
tunnel was in the open cross section between the end of the test section and
the diffuser. Before the measurements the smoke was recirculated in the tunnel
until the air became homogeneously seeded. See figure 1 for an illustration.
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Since the location of the events of interest in the wake changes depending
on the rate of suction or blowing applied through the cylinder surface the frame
location of the PIV-images had different positions and sizes depending on the
sign and level of Γ . Figure 3 shows the two frames where frame I starts by
overlapping the cylinder at x = 0.42D and stretches up to x = 2.67D with
y = ±1.13D. Frame II starts at x = 2.09D and ends at x = 4.96D with
y = ±1.44D. The latter is slightly larger due to the wake growth, and the
two regions where chosen so that they would capture the position of maximum
backflow in their respective cases.

In the post-processing of the measured data conventional validation criteria
were applied. Displacements of the particles larger than 25% of the interro-
gation area length was not allowed, in order to avoid low-velocity bias due to
loss-of-pairs. This criterion is set before the measurements by choosing the
appropriate time between the two consecutive captured images. Furthermore,
spurious measurement errors were eliminated by applying a Peak-Value-Ratio
(PVR) of 1.2, implying that the ratio of the highest to the second highest peak
in the cross-correlation is not allowed to be smaller than 1.2. The images were
divided into 32 × 32 interrogation areas with a 50% overlap, which after the
post-processing results in a vector field with 62 × 62 velocity vectors with a
grid spacing of 1.85 mm.

3. Vortex detection methodology

A vortex detection algorithm was developed in order to examine the effect on
small-scale structures in the wake behind the porous cylinder when subjected
to different levels of suction or blowing. Several different methods for detecting
vortices are available and a review and comparison of the most common ones
is found in Jeong & Hussain (1995). In this study they reported on the λ2-
method, which is shown to be the most appropriate method to detect vortices in
a velocity field. The λ2-method has been widely accepted since its introduction
and has been implemented, as a post-processing option, into many numerical
codes. However, for the λ2-method to be used properly, the Hessian of the
pressure, i.e. all three components of the velocity gradient tensor, has to be
known. This implies that the velocity vector has to be known in the entire flow
volume, which experimentally is unfeasible.

From two-dimensional velocity fields, as in PIV-measurements, Adrian
et al. (2000) showed that by applying a high-pass filter on the full velocity
field the small-scale velocity structures are revealed. Vortices were then de-
tected through a two-dimensional version of the ∆-method proposed by Chong
et al. (1990). This method is based on the search for complex eigenvalues of
the velocity gradient tensor, which implies that the streamlines have closed
circular paths around the vortex core and is here used as the definition for a
vortex. The same methodology will be used in the following.
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Figure 4. (a) An instantaneous velocity field (u) behind a
porous cylinder with continuous suction through the surface
of 2.6% of the oncoming velocity. (b) and (c) show the low-
(ū)) and high-pass (u��) filtered velocity fields, respectively.

3.1. Decomposition of the velocity field

The high-pass filtering of the full velocity field, u, is performed by convolving a
low-pass filter on u. This low-pass filtered velocity field, ū, is then subtracted
from the full velocity field, which consequently gives the high-pass filtered ve-
locity field u��. The decomposition may be written as,

u�� = u− ū , (1)

which is illustrates in figure 4. Here, an instantaneous velocity field behind the
porous cylinder subject to a suction velocity of 2.6% of the freestream velocity
has been decomposed. In figure 4(a) the full velocity field is shown and in (b)
and (c) the large scale and small-scale velocity fields are depicted, respectively.

In accordance with Agrawal & Prasad (2002), a Gaussian filter that aver-
ages the single (m,n)-point with the surrounding points is used for the decom-
position, so that
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ū(m,n) =

�k
j=−k

�k
i=−k g(i, j)u(m− i, n− j)

�k
j=−k

�k
i=−k g(i, j)

, (2)

where (i, j) is the step in x and y, respectively, and k is the radius. The Gauss-
ian kernel (g) is defined as

g(i, j) = exp

�
− (i∆x)2 + (j∆y)2

2σ2

�
, (3)

where ∆x and ∆y are the grid spacing and σ is the padding of the filter. The
parameters k and σ were chosen by introducing an anisotropy measure d2rms of
the u��–field, which is defined as the absolute value of the normalised difference
between the velocity variance components,

d
2
rms =

����
u
2
rms − v

2
rms

U2
∞

���� . (4)

The maximum value of d2rms is compared for varying combinations of k and
σ, and max{d2rms} ≤ 0.01 was decided to be a suitable criterion after field
inspections. In this way the filter parameters can be chosen in a consistent
manner and with a qualitative measure of the filter strength. For the present
flow field analyses both k and σ were chosen to be equal to 5. Figure 5(a)
shows the contours of d2rms,max for the natural case (Γ = 0) for different filter
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Figure 5. (a) The maximum value of the anisotropy measure
d
2
rms for different values of k and σ for the natural case Γ = 0

and (b) the number of vortices for scaled by the number of
vortices for the chosen parameters k = σ = 5 for the cases
Γ = [0,−2.6,−5].
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parameters along with the a surface plot of how the number of vortices varies
with different filter settings for the cases Γ = [0,−2.6,−5] in figure 5(b).

3.2. Detection of vortices

As previously stated, the vortex definition and detection method by Chong
et al. (1990) is here used to detect the small-scale vortices. It amounts to
identify regions where the eigenvalues of the two-dimensional high-pass filtered
velocity gradient tensor,

∇u��
2D =

�
∂u��

∂x
∂u��

∂y
∂v��

∂x
∂v��

∂y

�
, (5)

are complex. The eigenvalues of ∇u��
2D are either real or complex conjugate and

consequently vortices can easily be identified by plotting contours of the regions
where the imaginary part λci of the eigenvalues are positive. A threshold level
is required to have a distinct and reasonable boundary between the vortices.
The value of the chosen threshold level was found by studying the output of the
vortex identification at different levels. Plotting contours of λci = 15 turned
out to be a good choice to distinguish vortices with reasonable boundaries in
these particular wake flow measurements.

An additional criterion for the vortex detection is proposed in Chakraborty
et al. (2005), where also the inverse spiralling compactness is considered. This
is defined as the ratio between the real and imaginary part of the eigenvalue
λcr/λci, which measures the local compactness of the particle trajectory. A
ratio equal to zero corresponds to a circular path in the plane of the vortex. A
positive value means that the particle orbit will spiral outwards in the plane
of the vortex, implying that the structure cannot be considered coherent in
the plane if the ratio becomes too large. If the ratio is negative the particle
spirals inwards and fulfills the vortex plane compactness. On the other hand
for too large negative ratios the vortex would violate the compactness along
the vortex axis. In order to exclude vortices with a particle path that rapidly
spirals out- or inwards in the vortex plane or along the vortex axis, we introduce
the criterion ����

λcr

λci

���� ≤ 0.1 , (6)

on all identified vortex structures as suggested by Chakraborty et al. (2005).

3.3. Vortex statistics

For each instantaneous velocity field image the vortices are first identified and
then their position, size, strength and circulation are determined. These vortex
parameters are stored for statistical analyses before the next instantaneous
velocity field is being processed.



108 Bengt E. G. Fallenius & Jens H. M. Fransson

The position within each identified region, where the highest λci is found
determines the centre of the vortex expressed in the discrete coordinates x

and y. The highest eigenvalues in each region is also, per definition, the swirl
strength of the vortex, (see e.g. Zhou et al. 1999). Furthermore, the area of the
contour region containing the imaginary eigenvalues is calculated, and a circle
C around the vortex centre with an equivalent radius to this area is used as
a starting point for calculating the circulation γ. This is done through direct
integration along C’s perimeter l according to

γ =

�

C
u�� · dl . (7)

The calculation of the circulation is repeated for a continuos stepwise increase in
the radius until the value of the circulation has saturated. This radius is defined
as the vortex radius and its corresponding diameter will be denoted dγ from here
on. A further increase of the radius in the calculation of γ would eventually give
a dγ/dr with opposite sign simply indicating that one has entered a neighboring
vortex.

4. Experimental results

In the following the results of the vortex analysis in the wake of a porous
cylinder are shown. Vortex parameters such as vortex position, size, strength
and circulation are reported for different levels of suction and blowing through
the cylinder surface. The number of PIV-image pairs along with the number of
identified vortices for suction and blowing cases in the two frames are presented
in table 1. A relatively high number of samples have been collected for different
levels of suction and blowing, which makes the statistical comparison reliable.
The number of vortices within parenthesis is the number of vortices detected
without the criterion (eq. 6) for inverse spiralling compactness, described in
section 3.2. Figure 6 shows the distribution of the ratio λcr/λci for the detected
vortices in all cases.

As described in section 2.3, the frame of interest depends on the level and
sign of Γ , a direct comparison between the effect of suction and blowing is
not possible except for Γ = 0,±0.7,±1.9 and ±2.6. For other values of Γ the
study is limited to relative changes from the reference case at Γ = 0 in the two
different frames.

An example of an instantaneous velocity field for the natural case (Γ = 0)
along with a case where suction is applied through the cylinder surface (Γ =
−5) is shown in the upper left part of figure 7, frame I. The lower part in this
figure the positions where U < 0, which indicates the presence of back-flow, are
marked with (+)-symbols for the two cases. Figure 7, frame II, shows similar
instantaneous velocity fields, but for the blowing case. The instantaneous back-
flow figures are representative for their respective cases. In the suction case
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near wake far wake
Γ no. of IP no. of vortices Γ no. of IP no. of vortices
2.6 1086 5175 (13955)
1.9 1054 7981 (18961)
0.7 1086 8259 (22285)
0 1054 5121 (13122) 0 1022 3877 (11587)

-0.7 1054 7407 (19943) 0.7 1086 4555 (13323)
-1.4 1054 6881 (17996) 1.4 1054 4065 (12005)
-1.9 1054 6234 (16494) 1.9 1054 4477 (12942)
-2.6 1054 7200 (19273) 2.6 1024 4548 (13384)
-3.2 1054 5873 (15030) 3.2 1055 4882 (14996)
-3.9 1054 6944 (19109) 3.9 1054 5210 (15706)
-5.0 1118 6881 (19503) 5.0 1054 6158 (21189)
-6.5 401 1131 (3574) 6.5 1054 5314 (17069)

Table 1. The number of PIV-image pairs (IP) taken dur-
ing the experiments and the number of detected vortices in
each frame for different Γ . The numbers within parenthesis
show the number of vortices detected for each case without
the swirling compactness criterion (eq. 6) implemented.

one can see that the backflow-region moves closer to the cylinder while in the
blowing case it moves away from the cylinder.

From these instantaneous images one can calculate the back-flow coeffi-
cient, χ, which is defined as the amount of time there is back-flow in a particular
position in the flow field. A χ-value of 1 means that there is always back-flow
in this position and 0 means the opposite. Figure 8, frame I and frame II,
shows the mean velocity field, the back-flow coefficient and the standard devia-
tion velocity field. One can here see how the region of back-flow decreases and
increases for the suction and the blowing case, respectively. Furthermore, the
white dot shows the location where the back-flow coefficient has its maximum.

In a mean perspective moderate levels of suction or blowing have a large im-
pact on the wake. With suction the wake decreases in size and for Γ about −6
the flow around the cylinder becomes potential-like and hence the drag is sig-
nificantly reduced compared to the natural case (Γ = 0). With blowing the
twin-vortices in the wake, appearing in the mean velocity field, grow in size,
which causes a large region of back-flow and consequently the drag increases.
This was quantified by Fransson et al. (2004), where the drag coefficient was
plotted versus Γ .
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Figure 7. Instantaneous vector velocity fields (top row) and
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for the natural case and when suction (Γ = −5) and blowing
(Γ = 5) are applied.

The size of the wake may be quantified in various ways, such as the position
of maximum χ (cf. the white bullets in figure 8 middle row), by the stagna-
tion point in the wake, which corresponds to the confluence point of the two
stationary twin-vortices (cf. the open square symbols in in figure 8 top row),
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are applied. The filled contours correspond to an increment of
0.1 and 0.05 from 0 (white) to 1 (black), for the middle and
bottom rows, respectively.

or by the maximum value of urms along the centreline, or, in the recirculation
regions (cf. the white (✁)- and (♦)-symbols, respectively).

In figure 9 above measures of the vortex formation length are plotted versus
Γ . From this figure it is clear that suction reduces the extent of the near-wake,
and the maximum back-flow and the stagnation point measures decrease with
63% and 36%, respectively, from Γ = 0 to Γ = −5. In contrast, blowing
increases the near-wake extension with 67% and 69%, respectively, from Γ = 5
to Γ = 0. Looking at the maximum urms along the centreline and in the
recirculation regions, this gives corresponding values of 21% and 56% for the
centreline and 49% and 24% for the recirculation regions, respectively. Here,
we conclude that the different measures show the same trend and there is
essentially only a vertical shift of the curves which makes the difference. Worth
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Figure 9. Four different measures of the near-wake extension
as a function of the suction and blowing parameter. See text
for the different measures.

pointing out is that the measure of stagnation point and maximum urms along
the centreline falls almost on top of each other.

Having concluded that moderate levels of suction or blowing have a large
impact on the mean velocity field around the cylinder, it is interesting to see
how the vortices in the wake are affected. Starting with frame I, and followed
by frame II, the statistics for the vortices will be presented.

4.1. Near wake: frame I

Location of vortices. In figure 10(a) the Probability Density Functions (PDFs)
of the streamwise position of the detected vortices are plotted. The number
of bins are 30, and the PDFs are normalised such that the area under the
individual curves equals unity. Furthermore, to improve visibility the plotted
curves have been smoothed by averaging each point with the neighbouring
four points. Here one may observe that the position of maximum probability
moves from about x/D = 2.2 downstream of the cylinder for Γ = 0 to about
x/D = 1.2 for Γ = −5. It turns out that this position moves along with
the position of maximum backflow (xBF ) in the wake. This is illustrated in
figure 10(b), where xBF from each suction rate has been subtracted from the
streamwise position. The location of the maximum value of the PDFs are now
close to zero, i.e. independent of the suction rate. At high levels of suction
(Γ ≤ −5), the wake almost disappears, and the result might differ from lower
levels. In figure 10(a) low levels of blowing shows the opposite trend where
the maximum value moves slightly downstream. For Γ = 0 the results for the
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Figure 10. (a) PDFs of the streamwise position of vortices.
(b) Same as in (a), but with the position of maximum backflow,
xBF , subtracted.

two frames, both the suction case (frame I) and the blowing case (frame II),
have been combined, which shows that no other peaks are present. It should
be noted that vortices close to the streamwise boundaries of the frame may
be partly outside the frame and thereby disregarded by the vortex detection
program. This causes the PDFs of the streamwise position of the vortices to end
rather abrupt, especially for high levels of suction, which should be interpreted
as a limitation of the detection program rather then the absence of vortices.
Furthermore, to avoid spurious velocity vectors near the cylinder, the program
detects vortices only for x/D > 0.6.
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While figure 10 indicates the probability for vortices to occur in a certain
streamwise position, figure 11 shows the number of vortices in percentage of
the total number of vortices in each point where vortices are detected. One
can notice that most vortices pass along two streaky regions aligned with the
streamwise tangents of the cylinder (y/D = ±0.5). The streaky regions seem
to be divided into an inner and an outer streak with a larger amount of vor-
tices in the outer one. Furthermore, when the cylinder is subjected to blowing,
the streaks are inclined outwards and the vortices in the wake, which initially
is quite uniformly distributed in the wake, are pushed downstream, while as
suction is increasing, the vortices move from the centre of the wake towards
two streaky regions, which then for higher levels of suction (Γ < −5) vanishes.

Vortex size. Figure 12 shows the PDFs of the vortex diameters dγ , defined as
the saturation value of the circulation when stepping out from the vortex core
(cf. section 3.3). The number of bins used for each PDF is 50 and the plotted
curves are normalised and smoothed as previously described. As seen in the
figure, suction have little effect on the most common vortex diameter, which
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Figure 12. PDFs of the diameter of the vortices. (×)-
symbols mark the limits of the 5% smallest and 5% largest
vortices. To improve visibility, the plots are truncated at
dγ/D = 0.6, disregarding at most 0.5% of the data.



116 Bengt E. G. Fallenius & Jens H. M. Fransson

in average over all suction cases is 0.25D. The peaks in the blowing cases are
shifted slightly to the left but on the other hand the frame is smaller relatively
to the effective cylinder diameter why larger vortices might pass outside the
frame. The (×)-symbols for each Γ mark the limits of the 5% smallest and 5%
largest vortices.

Figure 13 shows, in the left and right columns, the location of the 5%
smallest and 5% largest vortices, respectively, together with their correspond-
ing cut-off values which is given to the right of the figure. The mid-column
shows the location of the vortices, which have a diameter falling within ±0.5%
of the peak value from the PDFs in figure 12. The amount of vortices within
this range is about 7-8% of all the detected vortices. Here, the rotational direc-
tion of the vortices are also shown, which is given by the sign of the circulation.
Vortices with positive circulation are marked with (+)-symbols, which by def-
inition means a counter-clockwise (CCW) rotational direction, while vortices
with negative circulation are marked with (◦)-symbols and hence, have a clock-
wise (CW) rotational direction. The mid-column shows that vortices with the
most common diameter are quite uniformly distributed in the wake and that
both CCW and CW rotational vortices are encountered. Looking at the smaller
(left column) and the larger (right column) vortices, one can see how they or-
ganise themselves into streamwise streaky regions, especially for the smaller
vortices as suction, or blowing, increases. A closer look reveals that the smaller
vortices have the opposite rotational direction compared to the larger vortices,
which may imply that they correspond to secondary vortices induced by the
larger primary ones.

In figure 14 the mean value of the vortex diameters that have been detected
in each point is shown as a filled contour plot. It shows that the streaky regions
of smaller and larger vortices discussed in relation with figure 13 do not coin-
cide since they are revealed in this mean perspective contour plot. However,
for Γ ≤ −5 the streaky regions have essentially disappeared. Furthermore, one
may note that the presence of vortices (any size) moves upstream and closer to
the cylinder as suction is increased, while the blowing cases show the opposite.
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Vortex strength. The PDFs of the vortex strength, λci, are shown in figure 15
for the different levels of Γ . The most common vortex strength seems to be
more or less unchanged for the different levels of suction. The mean vortex
strength is about λci = 22 ± 2 and the limits for the 5% weakest and 5%
strongest vortices are marked with (×)-symbols. The number of bins are 50,
and the curves are normalised and smoothed in the same manner as in previous
plots.

Vortices with the most common strength have a similar distribution in
the xy–plane as the most common vortex diameter. This can be concluded by
comparing the mid-columns of figures 13 and 16. The left and the right columns
in figure 16 show the 5% weakest and 5% strongest vortices, respectively. Since
the peak value is close to the limit of the 5% weakest vortices (cf. figure 15)
the distribution of the left and mid-columns look quite similar. On the other
hand, looking at the stronger vortices (right column) one finds that, as the
blowing level increases, the vortices move away from the wake centre and align
themselves in streaky streamwise regions that moves away from the cylinder,
while the suction case, the stronger vortices forms more compact regions around
the shoulders of the cylinder (y/D = ±0.5). Furthermore, one may conclude
that the rotational direction of the stronger vortices is solely determined by on
which side of the centre line they are located, which intuitively can be related
to the shedded vortices from the cylinder. The corresponding cut-off limits of
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Figure 15. PDFs of the vortex strength for different levels of
suction. The limit of the 5% weakest and 5% strongest vortices
are marked with (×)-symbols. To improve visibility the results
have been truncated at λci = 75, disregarding at most 1.1% of
the data.
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the 5% weakest and strongest vortices are shown to the right in figure 16. One
may conclude that the vortices are intensified with increasing suction since both
the limits increases with suction, which may be interpreted as a shift of the
PDFs in the direction of stronger vortices. For the blowing case one should be
more careful with such a conclusion since the streaks moves out of the frame,
although the trend seems to be similar if one looks at low levels of blowing.

The mean value of of the vortex strengths in each point where vortices
have been detected is shown as a filled contour plot in figure 17. Here, the
same behaviour as in figure 16 is found, i.e. as the magnitude of Γ increases,
stronger vortices form along the streamwise tangents of the cylinder, while
weaker vortices are dominant in the centre of the wake. Furthermore, one may
note that the presence of vortices (any size) moves downstream away from the
cylinder as blowing is increased, while when suction is increased they move
upstream and closer to the cylinder.
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Figure 16. The position and limit of the 5% weakest vortices
(left column), the position and percentage of the total num-
ber of vortices within ±0.5% of the peak value (mid-column)
and the position and limit of the 5% strongest vortices (right
column). (+)- and (◦)-symbols have CCW and CW rotational
direction, respectively.
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Figure 17. Mean vortex strength in each point where vortices
are detected. The lower limit is determined by the thresh-
old (=15) in the detection code and the upper limit has been
trunkated at λci = 50 to enhance visibility. The number of
contour steps is 20.
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Vortex circulation. In figure 18 the PDFs of the vortex circulation, γ, are
shown. For a large number of detected vortices and provided that the geom-
etry is symmetric but also that blowing or suction, when applied, is applied
uniformly, the circulation should have a symmetric distribution around zero.
Both on the positive and the negative half of γ one may observe two peaks
in the distribution. The highest peak is at γ = ±0.04U∞D with a maximum
deviation of γ = ±0.01U∞D. The second peak, appearing at higher absolute
values of γ relative to the maximum peak, is more pronounced on the negative
half of the PDF. It is persistent in the blowing cases and for suction levels of
up to −Γ < 5, whereafter it disappears. As for the other vortex parameters
the limits for the 5% lowest and 5% highest values of circulation are marked
with (×)-symbols in figure 18.

In figure 19 the vortices corresponding to the 5% lowest (left column) and
5% highest (right column) values of the circulation together with the vortices
within ±0.5% of the maximum peak value (mid-column). A natural choice of
vortex strength measure would be the circulation of a vortex. By comparing
figures 16 and 19 one may conclude that the two measures give similar results.
While the circulation γ is a measure with some physical relevance the λci

measure is not. On the other hand, λci is the key parameter in the chosen
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Figure 18. PDFs of the vortex circulation for different levels
of suction. (×)-symbols mark the limits of the 5% smallest
and 5% largest circulation based on the absolute value. To
enhance visibility every second line is bold.
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vortex detection method (cf. section 3.2) and is at hand as soon as a vortex has
been identified in the velocity field, while the circulation has to be calculated in
a smart and consistent way for each identified vortex and, hence, is not as easily
accessed. In this context one should also mention that there is a clear advantage
of the circulation measure over the λci measure, which is the information of
the rotational direction of the vortex. A careful inspection between figures 16
and 19 reveals some differences between the two measures, but are most likely
attributed to the cut-off limits for the two different measures which will not
extract exactly the same vortices. Vortices within ±0.5% of the maximum peak
value in γ (mid-column) are more or less evenly distributed in the wake and the
number of vortices in the very near wake of the cylinder increases as the suction
level is increased. Otherwise, the concluding remarks are similar to what was
concluded in the vortex strength paragraph and, hence, are not repeated here.

In a mean perspective, as shown in figure 20, the conclusion about the role
up of secondary vortices due to the primary shedded vortices from the cylin-
der is strengthened. Streamwise streaky regions of negative (red) and positive
(blue) circulation are encountered on both sides of the cylinder. The stream-
wise extent of these regions are inclined away from the cylinder as blowing
is increased while they are shortened and move towards the shoulders of the
cylinder (y/D = ±0.5) as suction is increased. The primary vortex regions
correspond to the red one on the upper half and the blue one on the lower half
in the figures. A careful inspection reveals streaky regions on both sides of the
primary vortices with opposite sign, which supports the previously mentioned
induction of secondary vortices.
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4.2. Far wake: frame II

Location of vortices. Figure 21 shows the PDFs of the location of the vortices
for increasing blowing, i.e. vortices identified in frame II. The number of bins
are 30 and the curves have been smoothed by averaging every point with the
neighbouring four. For Γ = 0 the distribution is combined with frame I and
we recall the observation of one single peak in the PDF around x/D = 2.3,
which is located in the overlap region between frame I and II. For blowing, in
the interval 0 < Γ < 5, it is shown that there is no major difference in the
streamwise position of identified vortices nor the peak value in the PDFs, but
there are two general remarks on the observed distributions that have to be
mentioned. Firstly, the distributions start quite abrupt at around x/D = 1.8
and, secondly, for Γ > 5 there is a significant increase of identified vortices
at the inlet boundary of frame II. A simple explanation would be to blame
the vortex detection program and to classify the remarks as being unphysical,
however, in the process of analyzing the vortex parameters explanations will
be attempted and we will consequently come back to above remarks in the end
of this section.

In figure 22 the percentage of the total number of vortices in each point
where vortices have been detected is shown. This confirms the unchanged dis-
tribution at lower levels of blowing, while at higher levels (here from Γ = 5)
a high concentration is found along the inlet boundary of the frame, which is
followed by a region with less vortices in the central region of the wake.
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Figure 21. PDFs of the streamwise position of vortices for
different levels of blowing.
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point where vortices are detected. The number of contour
steps is 20.

Vortex size. The PDFs of the vortex diameters are shown in figure 23 for
different levels of blowing. These distributions are plotted in the same manner
as in the suction case and with the limits of the 5% smallest and 5% largest
vortices marked by (×)− symbols in the figure. One may conclude that the
peak values are fairly unchanged when blowing is increased. The averaged peak
value is 0.29D, which should be compared with the averaged peak value in the
suction case (figure 12) of 0.25D. While in the suction case there is a small trend
of decreasing diameters for the peak value, there is a small trend of increasing
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Figure 23. PDFs of the vortex diameters for different levels
of blowing. (×)-symbols mark the limits of the 5% smallest
and 5% largest vortices. To improve visibility, the plots are
truncated at dγ/D = 0.7, disregarding at most 0.2% of the
data.

diameters in the blowing case. These trends may be explained by the actual
cylinder diameter seen by the flow. A physically larger cylinder would naturally
generate larger vortices in the flow field compared to a smaller cylinder, and the
effect of blowing and suction causes an increase and a decrease of a fictitious
cylinder diameter seen by the incoming flow. However, a comparison between
the PDFs from frame I (figure 12) and frame II (figure 23) for the natural case,
i.e. Γ = 0, reveals that the distribution centered around its peak is moved
towards larger diameters. This mismatch may, on the other hand, be explained
by the locations of frame I and II. The largest vortices are connected to the
von Kármán vortices and a central position in the flow field is the confluence
point of these large eddies, which in the suction case (frame I) is just captured
while in the blowing case (frame II) it is located about one third from the inlet
boundary of the frame (see left column in figure 8).

Figure 24 shows the location of the 5% smallest (left column) and 5%
largest (right column) vortices with their corresponding cut-off values given to
the right in the figure. In the mid-column the location of the vortices with
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Figure 24. The positions and limit of the 5% smallest vor-
tices (left column), the position and percentage of the total
number of vortices within ±0.5% of the peak value (mid-
column) and the position and limit of the 5% largest vortices
(right column) for different levels of blowing. (+)- and (◦)-
symbols have CCW and CW rotational direction, respectively.

diameters falling within ±0.5% of the peak value diameter are shown. Here,
CCW and CW rotational direction are marked by (+)− and (◦)− symbols,
respectively. Vortices with the most common diameter (mid-column) is quite
evenly distributed in frame II. However, for the largest vortices (right column),
just as in the suction case in frame I, the vortex diameters with CW and CCW
rotational directions are found on the upper and lower frame halfs, respectively.
For the highest blowing rate a clear increase of the wake size is observed with
the largest vortices moving away from the wake centre, which is the result of an
extension of the wake. For the smallest vortices (left column), the rotational
direction is opposite compared to the largest, and have been induced by the
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primary von Kármán vortices as previously discussed for the suction case. The
mean diameter in each point in the xy-plane does not reveal anything new and
the figure is, hence, not reproduced here.

Vortex strength. PDFs of the vortex strength are shown in figure 25 for the
different blowing rates. In average the peaks of the vortex strength is λci =
18.8±1. The (×)−symbols mark the limits for the 5% weakest and 5% strongest
vortices. In overall, one may conclude that there is no large effect for increasing
blowing on the vortex strength distributions.

In figure 26 the 5% weakest and 5% strongest vortices are plotted in the
left and in the right columns, respectively. The mid-column shows the vortices
falling within ±0.5 of the PDF peak values in figure 25. In general one may
say that the strongest vortices are connected to the largest vortices, this was
the case for suction and up to blowing rates of Γ = 3.9. However, for Γ ≥ 5.0
it turns out to be the smallest vortices, which are strongest (compare the last
rows of figures 24 and 26). This view is supported when the vortex strength
is plotted in a mean perspective, see figure 27, keeping in mind the collection
of the smallest vortices along the inlet boundary of the frame when blowing is
increased. Here the Γ = 6.5 case is also shown in order to strengthen the view-
points that small and strong vortices are gathered around the inlet of frame II.
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Figure 25. PDFs for the vortex strength. To improve visi-
bility the results have been truncated at λci = 90 disregarding
at most 3.5% a of the data.
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Figure 26. The position and limit of the 5% weakest vortices
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umn) at different levels of blowing. (+)- and (◦)-symbols have
CCW and CW rotational direction, respectively.

Vortex circulation. For completeness the vortex circulation with increasing
blowing is also shown. The results are, however, similar to the Vortex strength
results. In figure 28 the PDFs for the vortex circulation are shown for increas-
ing blowing. Again, the (×)-symbols mark the limits of the 5% lowest and 5%
highest absolute values of the circulation. The PDFs are symmetric and essen-
tially unchanged when blowing is increased with an averaged peak value of the
PDFs of γ = 0.06U∞D with a maximum deviation of about 0.005U∞D. The
positions of the vortices, classified after their corresponding absolute circulation
value, are shown in figure 29, which look quite similar to figure 26.
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Figure 27. The mean vortex strength in each point where
vortices are detected. The lower limit is set by threshold in
the detection code and the upper limit has been truncated at
50 to enhance visibility. The number of contour steps are 20.

The mean of the circulation in each point shows that the sign of the circu-
lation and, hence, the rotational direction in a mean perspective, is governed
by the location of the vortices relative the wake centre line, see figure 30. As
the level of blowing increases, the mean circulation of the vortices at the upper
and lower boundaries of the frame also increases. The high number of detected
vortices at the inlet boundary of the frame, seen in figure 29, is not found
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when looking at the mean value circulation, indicating that the mean of those
vortices is close to zero.

Now, coming back to the remarks, which were stated in the first paragraph
under Location of vortices in this section. The first remark may be explained
by the sudden appearance of frame II and the way that the vortex detection
program can handle this. Small vortices may be detected close to a boundary
but not large vortices, since they will partly be located outside the frame and
hence will be cut-out as a detected vortex. Therefore the number of detected
vortices will be biased and the PDFs will show an abrupt increase from the
inlet boundary due to the sudden, physical, possibility to detect large vortices.
This also explains the second remark, and it is clear from figure 24 that it is the
collection of small vortices at the boundary inlet to the frame which causes the
significant increase in the total number of vortices along this boundary. One
may further conclude that these small vortices are stronger than the largest
vortices in the flow field and that they rotate in both directions.
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Figure 28. PDFs for the circulation for different levels of
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5. Summary and conclusions

In this paper we report on the effect of continuous suction or blowing through
the entire surface of a porous cylinder with the emphasis on vortex statistics.
The Reynolds number is around 3.5 × 103, which implies that the boundary
layers around the cylinder are laminar with a purely laminar separation and a
turbulent wake. This implies that there is a wide range of both vortex sizes
and strengths. Previously, it has been shown that continuous suction or blow-
ing have a large impact on the vortex shedding frequency, mean velocity field
and consequently the drag force. However, there is no information about the
small-scale structures and how they are affected by suction or blowing. For
this purpose a vortex detection program has been developed, which identifies
vortices in two-dimensional instantaneous PIV images, with the purpose of
analyzing small-scale structures in the wake behind bluff bodies. Vortex pa-
rameters such as strength, size and rotational direction, but also the locations
of the vortex centres are outputs from the program. With a large number of
PIV images vortex statistics may be created.

The results are presented by means of PDFs of the vortex parameters.
For increasing suction the size of the wake decreases and the location of the
maximum back-flow turns out to be a relevant position for the distribution of
vortex location. For Γ > −4 the PDFs essentially collapse on each other when
the location of maximum back-flow is subtracted from the streamwise axis.

By looking at the 5% largest/smallest and strongest/weakest vortices, and
vortices within ±0.5% of the most common value of a particular vortex param-
eter, additional information is achieved and further conclusions may be drawn.
Successively increasing suction creates streamwise streaky regions where small
and large scale vortices, relative to the most common vortex size, are collected.
These streamwise streaky regions move towards the shoulders of the cylinder
(y/D = ±0.5) and are reduced in the streamwise direction with increasing suc-
tion. A close look reveal that the regions do not overlap and that the larger
vortices are found on the outer side of the smaller vortices relative the wake
centre line. The large vortices have rotational direction in accordance with
the von Kármán vortices while the small vortices have the opposite rotational
direction. This suggests that the larger vortices originate from the shedding
of vortices from the cylinder, and may be seen as primary vortices, while the
smaller vortices are secondary vortices which are induced by the primary ones.

From the vortex analysis one may also conclude that the vortices are
slightly intensified with increasing suction and that the largest vortices are
the strongest ones while the smallest ones are also the weakest ones. Gener-
ally speaking, the effect of continuous suction on the vortex parameters is quite
week. What changes most is the location of the vortices in the xy–plane behind
the cylinder.
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With increasing blowing one may conclude that the peak value in the PDFs
of vortex size is fairly unchanged. The averaged peak value in the blowing case
is 0.29D, which should be compared with the averaged peak value of 0.25D
for the suction case. This means that the most common vortex diameter is
between 25–30% of the cylinder diameter depending on the sign and level of Γ .
Increasing suction shows a small trend of decreasing peak values of the vortex
size while increasing blowing shows a small trend of increasing peak values.

An interesting result in the blowing case is that for high enough blowing
rates (Γ > 5) there is a change in trend of the vortices. Suddenly, it is the
smallest vortices that are the strongest ones and they are located at the near
wake stagnation point, which rises due to the secondary flow from the cylinder
with positive U and the wake back-flow with negative U . The reason for this
change of trend can only be speculated upon. An hypothesis is that the change
of trend is an artifact of the energy transfer from the primary to the secondary
vortices and that they are forced towards the wake centre line when approaching
the streamwise extent of the confluence point. These small vortices are pushed
away from the cylinder by the surface blowing and pulled towards the cylinder
by the wake back-flow, which will lead to a line up of vortices across the wake.
Due to the vertical stagnation line the vortices will continuously be fed with new
energy in both the positive and the negative rotational directions, which is the
reason why the vortices are mixed between positive and negative circulation.

Acknowledgements

The Swedish Research Council (VR) is greatly acknowledged for the financial
support. We would also like to acknowledge The Göran Gustafsson foundation
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It is known in the literature that the linear stability analysis of the time-
averaged flow field past a circular cylinder, after the primary wake instability,
predicts a global mode which is marginally stable with a frequency in time
that well approximates the one of the saturated vortex shedding. This be-
havior has recently been shown to hold up to Reynolds number Re = 600 by
direct numerical simulations. In the present work we verify that the global
stability analysis provides reasonable estimation also when applied to experi-
mental velocity fields measured in the wake past a porous circular cylinder at
Re � 3.5×103. Different intensities of continuous suction and blowing through
the entire surface of the cylinder are considered. The global direct and adjoint
stability modes, derived from the experimental data, are used to realign the
random instantaneous snapshots of the velocity field in phase. The proposed
method is remarkable, realigning the snapshots in phase with respect to the
vortex shedding, allowing phase-averaged velocity fields to be extracted from
the experimental database. The phase averaged flow fields are analyzed in or-
der to study the effect of the transpiration on the kinematical characteristics
of the large-scale wake vortices.

1. Introduction

It is known in the literature (see e.g. Barkley 2006) that the linear stability anal-
ysis of the time-averaged flow field past a circular cylinder, after the primary
wake instability, predicts a global mode which is marginally stable with a fre-
quency in time that well approximates the one of the saturated vortex shedding.
On the other hand, if the analysis is carried out on the steady unstable flow
field, an unstable global mode is obtained with (i) an amplification factor which
increases with Reynolds number (Re), and (ii) a frequency which diverges with
respect to the experimental one as Re increases. An interpretation of above
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behavior was reported already in 2003 by Noack et al., based on a reduced-
order model of the flow, which suggests that the amplitude of the oscillating
wake saturates precisely when the mean flow becomes marginally stable. The
same behavior has been explained in detail in Sipp & Lebedev (2007), where a
multiple scale analysis is carried out for the Navier-Stokes equations for Re in
the neighborhood of the critical one for the onset of the unsteady von Kármán
eddy street, i.e. Recr � 46. The paper shows that above behavior cannot be
generalized to any flow, as an example it is shown that in the driven cavity flow
the analysis on the time-averaged flow field does not yield the right frequency
of the saturated global mode, but conditions for this to happen are given. The
analysis carried out in Sipp & Lebedev (2007) is linearized around Recr, and
it cannot be extended for Re >> Recr, which is a common condition at least
for a bluff body. In Barkley (2006) the behavior described above is shown to
hold up to Re = 180, and all the work is carried out numerically through direct
numerical simulation (DNS). More recently, Leontini et al. (2010) has shown
by DNS that the same behavior holds up to Re = 600.

As a first objective, in the present paper we try to extend the analysis
described in Leontini et al. (2010) to higher values of the Reynolds number,
verifying whether or not a linearized stability analysis on the mean flow field
still provides reasonable results for a bluff body flow. Here, we consider the
flow around a circular cylinder with transpiration from the walls at a Reynolds
number, based on the free-stream velocity and on the cylinder diameter, equal
to 3.5×103. For this flow, we have performed experiments in the very-near wake
of the cylinder for different rates of continuous suction and blowing through
the cylinder surface. Entire flow fields have been captured using particle image
velocimetry (PIV) and the Strouhal frequency was measured using hot-wire
anemometry, the latter being published in Fransson et al. (2004). The Strouhal
numbers estimated through the global stability analysis of the mean flow fields
are here compared with the experimental ones. Moreover, the global direct
and adjoint modes found by the stability analysis of the time-averaged flow
fields are used for several purposes. First of all, they are used to locate the
core of the instability following the work in Giannetti & Luchini (2007). This
information is useful for comparison with the equivalent maps found for the
primary wake instability and to verify a-posteriori the adequacy of the PIV
measurement window for the linearized stability analysis. Moreover, the global
direct and adjoint modes are used to realign the available instantaneous PIV
flow snapshots with respect to the phase of the vortex shedding. In fact, for
each transpiration velocity, a database consisting of about 1000 instantaneous
snapshots is available, and the snapshots have been taken at a low frequency
with respect to the vortex shedding one (ratio of about 1 over 2) without phase
triggering. As a result, only statistical quantities can be directly extracted
from the database. In this work we propose and test a procedure, based on
the global direct and adjoint modes found in the stability analysis of the mean
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flow field, to realign the available snapshots with respect to the phase of the
vortex shedding. As a consequence, it is possible to derive phase-averaged
flow fields from the available database, which allows a detailed analysis of
the characteristics of wake vortices, such as their trajectory, formation length,
velocity and shape. This analysis is carried out here for different values of the
transpiration velocity through the cylinder surface in order to show the effects
of transpiration on the large-scale wake vortical structures.

2. Experimental setup and collected database

2.1. Experimental setup

The experiments were performed in the Boundary Layer (BL) wind tunnel at
KTH Mechanics, Stockholm. The cross sectional area of the test section is
0.5 × 0.75 m2, and it is 4.2 m long with a maximum speed of 48 m s−1. The
flow quality in this tunnel is considered good with a turbulence intensity (of
all three components) of less than 0.04% of the free stream velocity. For more
details about the tunnel the interested reader is referred to Lindgren (2002).

The same porous cylinder as was used by Fransson et al. (2004) for flow
visualisation was used in the present investigation. The cylinder consists of
a cross profile made of brass as an inner skeleton. A sintered plastic material
shaped to a cylinder is then slided over the brass profile and sealed, creating four
isolated chambers through where different amount of blowing or suction may be
applied. The end parts were made of brass pieces and act as plugs on each side
of the cylinder. These were equipped with four inlets for tube connections that
were confluenced before connected to a flow meter (rotameter type). Tubing
was also used to lead air to or from a low or high pressure vessel, respectively,
depending on whether suction or blowing was desired. The pressure source was
either a regular vacuum cleaner, for suction, or a compressor, for blowing.

In figure 1 a schematic of the experimental setup is shown with relevant
measures. The cylinder was mounted vertically in the test section and has a
diameter of D = 50 mm and a porous length of 600 mm. The porous material is
a sintered plastic material with an average pore size of 16 µm, and the thickness
(t) is 2.5 mm. Previous surface roughness measurements on a similar but flat
porous plate (see Fransson & Alfredsson 2003) showed a deviation of ±1 µm
from the mean surface, which for the present case can be considered to be
hydraulically smooth. The cylinder is made from a flat plate which is bent to
form a circular cylinder. This means that there is a joint in the axial direction
along the full length of the cylinder, and this gives rise to a small asymmetry
with a 0.5 mm larger diameter in average when measured over the joint. The
joint is therefore positioned at 180◦, i.e. behind the cylinder in the streamwise
direction, in order to avoid any flow asymmetry.

For the velocity measurements a PIV-system was used in order to allow
entire flow fields to be captured instantaneously. The PIV-system used consists
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Figure 1. Schematic of the experimental setup. Flow is from
right to left.

of a Spectra Physics 400 mJ double pulsed Nd:Yag laser operating at 15 Hz
as a light source, and the camera is a double-frame Kodak ES1.0 8-bit CCD
camera with 1018×1008 pixels. Furthermore, a laser arm was connected to the
laser, which facilitates traversing of the laser sheet. The air was seeded with
smoke particles generated by heating a glycol based liquid with a disco smoke
generator, JEM ZR20 Mk II. The smoke inlet to the tunnel was in the open
cross section between the end of the test section and the diffuser. Before the
measurements the smoke was recirculated in the tunnel until the air became
homogeneously seeded. See figure 1 for an illustration.

2.2. PIV database

In the present work we will consider a cartesian frame of reference with the
z-axis coinciding with the symmetry axis of the cylinder centre and the x-axis
aligned with the free stream velocity (cf. figure 1). All quantities are normalized
using the free stream velocity (U∞), which was kept constant at 1 m s−1, and
the diameter of the cylinder (D). The transpiration parameter Γ , measuring
the flow across the cylinder surface, is defined as Γ = Vt/U∞×100 giving
positive or negative values depending on the direction of the transpiration
velocity (Vt).

Once the cylinder is mounted inside the test section a non-uniform suc-
tion/blowing rate is expected in the circumferential direction of the cylinder
surface since the static pressure on the cylinder surface varies when exposed to
an oncoming flow and the fact that the tubing from the different chambers are
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Figure 2. EXP: Instantaneous velocity fields for the case Γ =
−2.57: streamlines and x-component of the velocity vector
(colorscale map).

confluenced before connected to the pressure source. However, the influence
can be shown to be rather small. For the suction case the largest suction veloc-
ity occurs along the front stagnation line and then it decreases towards the rear.
In the separated region the suction velocity is fairly constant and for a suction
rate of 1.4% of the free stream velocity the suction velocity is reduced by about
6% smaller in this region as compared to the front. For larger suction rates
the difference becomes smaller. In contrast, for the blowing case the smallest
injection velocity is along the frontal stagnation line and then increases and
becomes constant beyond 65◦. In this case the maximum variation is less than
7% and the variation decreases with increasing blowing rate.

The PIV measurements are taken over several shedding cycles, giving the
two velocity components in the x- and y-directions, in a window which com-
prises the mean recirculation bubble behind the cylinder. In particular, for the
cases with suction from the cylinder, one measurement window is available,
which approximately comprises the box [0.4, 2.7] × [−1.1, 1.1], in the x- and
y-directions, respectively. For the blowing cases (case Γ=0 included), a second
measurement window was also taken since the recirculating bubble elongates
in the x direction as Γ is increased. The second window comprises the box
[1.8, 4.7] × [−1.4, 1.4], in the x- and y-directions, respectively. In both win-
dows, the velocity field is estimated over a uniform grid of 62 × 62 points.
Consequently, the spatial resolution is equal to ∆x � ∆y � 3.6 · 10−2 in the
first window, and equal to ∆x � ∆y � 4.8 · 10−2 in the second.

In order to give examples of the available experimental dataset, an instanta-
neous velocity field for the suction case of Γ = −2.57 is shown in figure 2, and
the corresponding time-averaged velocity field along with the time-averaged
field of the blowing case of Γ = +2.57 are reported in figure 3(a) and (b),
respectively. In figure 3(b) the two overlapping measuring windows can clearly
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(b) Γ = +2.57

Figure 3. EXP: Time-averaged velocity field for the cases
Γ = −2.57 and Γ = +2.57: streamlines and x-component of
the velocity vector (colorscale map).

be seen. Moreover, the white region in figure 3(a), just behind the cylinder,
indicates a region where the available velocity measurements are not trustable.

3. Stability problem formulation

In this section we concisely describe the mathematical problem related to the
stability and sensitivity analysis for a porous cylinder. In the last subsection
we finally discuss the case in which the stability analysis is applied to a mean
flow field instead of a steady solution of the Navier-Stokes (NS) equations.

3.1. Linear stability analysis

The problem at issue is governed by the incompressible NS equations:

∂u

∂t
+ u ·∇u = −∇p+

1

Re
∆u , (1a)

∇ · u = 0 , (1b)

where (u, p) is the non-dimensional flow field (velocity and pressure) and Re

is the flow Reynolds number based on the reference velocity U∞ and length
D. We consider here the open flow around a porous cylinder. In this case,
we suppose to have the following boundary conditions: (i) at the inflow the
free-stream velocity is imposed, (ii) at the outflow we impose null stresses,
i.e. pn − Re−1(n · ∇u), (iii) on the lateral boundaries we assume symmetry
conditions and (iv) transpiration conditions are suppose to hold on the solid
walls, i.e. u · n = Vt. Recall, Vt is the transpiration velocity, which is set to a
constant value over the cylinder surface in the numerical simulations.
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We indicate with Qs = (Us, Ps) the steady solution to Eqs. (1). In order
to study the linear stability of this steady solution we derive the linearized evo-
lution equations for a small perturbation (u�

, p
�) imposed on Qs in agreement

with Eqs. (1). As a further step, the linearized perturbation (u�
, p

�) is sought
in the form of normal modes:

u� (x, y, t) = û(x, y) exp (σt) , (2a)

p
� (x, y, t) = p̂(x, y) exp (σt) , (2b)

The evolution equations for (û, p̂) become:

σû+Us ·∇û+ û ·∇Us −
1

Re
∆û+∇p̂ = 0 , (3a)

∇ · û = 0 , (3b)

with homogeneous velocity boundary conditions at the inflow and on the cylin-
der surface, and the same boundary conditions as for Eqs. (1) on the remaining
boundaries. The Eqs. (3), together with the boundary conditions, is an eigen-
value problem. Any solution (û, p̂), associated to the eigenvalue σ = λ+ iω, is
a global mode with time growth rate equal to λ (λ > 0 indicates an unstable
mode) and angular frequency ω. Note, that the associated frequency is given
by f = ω/(2π), and is given directly in non-dimensional form as a Strouhal
number based on the same reference quantities U∞ and D used to normalize
the NS equations.

3.2. Sensitivity to a structural perturbation of the linearized NS equations

Let us consider a global mode σ, (û, p̂), and let us suppose that a perturbation
of the following form is applied to the Eqs. (3):

σ
��û�� +Us ·∇û�� + û�� ·∇Us −

1

Re
∆û�� +∇p̂

�� = δH(û��
, p̂

��) , (4a)

∇ · û�� = 0 , (4b)

where δH is a generic linear operator of the flow field. Since σ�� is a perturbation
of the eigenvalue σ caused by the perturbation δH, it is convenient to relate
the two as σ = σ

�� + δσ. Carrying out a linearized analysis, we can directly
derive the perturbation of the eigenvalue δσ (see e.g. Giannetti & Luchini 2007;
Marquet et al. 2008):

δσ =
�
û+

, δH(û, p̂)
�
, (5)

where �·, ·� is the scalar product defined as:

�a,b� =
�

Ω
a∗ · b dΩ , (6)
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where Ω is the flow domain and ()∗ stands for complex conjugate. The vector
field û+ is the velocity field of the mode adjoint to σ, (û, p̂), solution of the
following eigenvalue problem:

σ
∗û+ −Us ·∇û+ +∇Us · û+ − 1

Re
∆û+ +∇p̂+ = 0 , (7a)

∇ · û+ = 0 , (7b)

where ()(T ) stands for the transpose and σ
∗
, (û+

, p̂
+) is the adjoint mode of

σ, (û, p̂). As concerns the boundary conditions, û+ = 0 at the inlet and on the
solid walls, symmetry boundary conditions hold on the lateral walls and the
following conditions hold at the outflow: p̂+n− Re−1(n ·∇û+) = (Us · n)û+.
Moreover, the velocity field û+ is normalized such that:

�
û+

, û
�
= 1 . (8)

As discussed in Giannetti & Luchini (2007), the wavemaker of the global
instability can be identified from the analysis of the sensitivity to a particular
form of the perturbation δH, which is a local velocity-force feedback through
a constant feedback matrix C0:

δH(u, p) = C0δ(x− x0, y − y0)u . (9)

Substituting this particular form of perturbation in (5) we obtain

δσ = C0 :

��

Ω
û+∗û

�
. (10)

The term within brackets is a sensitivity tensor, the symbol : indicating matrix
scalar product, and we can estimate an upper bound for δσ of the following
type:

|δσ| ≤ �C0�Λ(x, y) , (11)

where
Λ(x, y) = �û+(x, y)��û(x, y)� . (12)

The sensitivity analysis described in this section can also be carried out
at the discrete level, starting from the numerically discretized eigenvalue prob-
lem (3). Independently of the numerical method used to discretize the differ-
ential operators, the result can be recast in the form:

σBw = Aw , (13)

where w is a vector collecting all the discrete unknowns of the problem, i.e.
velocity components and pressure on each degree of freedom of the discrete
problem, B is a matrix which has zeros on the rows corresponding to the
boundary conditions and, on the remaining parts, it is equal to a mass ma-
trix for Galerkin methods or a diagonal identity matrix for a finite-difference
method. The matrix A contains the discretization of the differential operators
and includes the boundary conditions. At the discrete level, the perturbation
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operator δH acts as a perturbation of the discrete operators δA. Thus, the
perturbed problem becomes:

σBw = (δA+A)w . (14)

Carrying out a linearized analysis, the perturbation of the eigenvalue δσ =
σ
�� − σ can be obtained as

δσ =
�ξ, δAw�
�ξ,Bw� , (15)

where ξ is the adjoint eigenvector associated with σ, corresponding to the
solution of the problem:

A∗
ξ = σ

∗B∗
ξ . (16)

The Eq. (15) is equivalent to Eq. (5) at a discrete level, but with the advantage
that the boundary conditions for the discrete adjoint problem are automatically
taken into account and it is not necessary to derive them explicitly. Thus, for
the sensitivity analysis in the present work we will be using this latter method,
i.e. the discrete adjoint method.

3.3. Linear stability analysis on the mean flow field

The analysis described above remains formally identical irrespective of whether
we consider a time-averaged flow field Um or a steady solution of the NS
equations Us. However, we have to point out that the field Um is not generally
a solution to the NS equations, but it is to the following set of equations:

Um ·∇Um = −∇Pm +
1

Re
∆Um −∇ · (u��u��) , (17a)

∇ ·Um = 0 , (17b)

where Um is the time-averaged flow field, u�� = u − Um is the fluctuating
velocity field and −(u��u��) is the Reynolds-stress tensor.

However, the analysis documented in Sipp & Lebedev (2007) gives a precise
meaning to the stability analysis carried out on the mean flow field, as stated
also in the introduction, at least for values of Re close to Recr.

3.4. Numerical method for the stability analysis

The stability analysis has been carried out discretizing all the differential opera-
tors by standard centered second-order finite difference schemes. The equations
are discretized in conservative form and a staggered grid is employed to elim-
inate spurious pressure modes. The resulting generalized eigenvalue problem,
which has the form given in Eq. (13), has been solved with an inverse iteration
method (see Giannetti & Luchini 2007) and/or with the Krylov-Schur sub-
space method implemented using the SLEPC library (Hernàndez et al. 2009).
The corresponding adjoint eigenvalue problem has been derived directly at a
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discrete level (as discussed above), so that the boundary conditions are auto-
matically taken into account and the bi-orthogonality property is preserved up
to machine accuracy.

4. Results

4.1. Preliminary stability analyses for case Γ = −2.57

A first set of stability analyses have been carried out in order to test the sen-
sitivity of the results with respect to the different numerical aspetcs of the
analysis, with a particular attention to the problem boundary conditions. In-
deed, the mean flow field is available only in a small measuring window which
contains just the recirculating bubble. From previous works in the literature
(see Giannetti & Luchini 2007) we know that the wavemaker of the primary
wake instability is located in two symmetric lobes centered on the streamlines
bounding the recirculating bubble. This behavior is supposed to hold also for
the mean flow field, and an indication in this direction is given by the results
of the local stability analysis of mean wake flows that are available in the lit-
erature. Consequently, we expect that the results of a global stability analysis
of the mean flow (in terms of predicted frequency of the global mode) is in-
sensitive to the boundary conditions applied to the perturbation velocity field,
provided that the recirculation bubble is well included in the computational
domain for the analysis. However, the available measurement windows do not
always respect this constraint for all the considered values of Γ , and thus the
suitability of the available measurements needs to be evaluated a-posteriori as
described in the following.

The case with Γ = −2.57 has been selected as a reference case, because
in this case the recirculation bubble is well included into the available mea-
surement window. Moreover, a suction case has been selected in order to
avoid complications deriving from the overlapping of the two available mea-
surement windows. The linear stability analysis has been carried out on the
time-averaged flow field described in section 2.2 and reported in figure 3(a),
and the flow has been considered starting from xin � 0.57 D, i.e. the body
is not included in the global analysis. Uniform cartesian grids with different
spatial resolutions are build for the stability analysis, and the flow field of fig-
ure 3(a) is (i) interpolated on the grids and (ii) symmetrized around line y = 0
(taking the average between the original field and the reflected one with respect
to y = 0). Cubic splines are used for interpolation, and it has been verified
that the type of interpolation (linear or cubic) does not affect the results. The
coarser resolution is the same as the one of the original PIV fields, with al-
most coinciding nodes (for one velocity component only since a staggered grid
is used), in order to minimize the role of interpolation at least for one case.
Three grid resolutions have been used here: 58×62, 120×120 and 400×60. An
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Figure 4. EXP: Time-averaged flow field interpolated and
made symmetrical on a uniform staggered cartesian grid of
resolution 120 × 120 for the porous cylinder (Γ = −2.57):
streamlines and vorticity (colorscale map; the colors in the
legend has been saturated in order to see the vortical structures
in the wake, the maximum vorticity value on the shear layers
being approximately equal to ±13).

example of time-averaged flow field used for the stability analysis is reported
in figure 4.

Concerning the boundary conditions for the linearized equations, two dif-
ferent sets have been used, (BC1, BC2), differing for the outlet conditions. For
both it is assumed that the velocity disturbance vanishes on the inflow and
lateral surfaces. On the outflow boundary, for BC1 it is imposed that (i) the
continuity equation is valid also on the boundary, (ii) ∂v

∂x = 0 and (iii) p = 0.
For BC2 the unphysical condition that the velocity disturbance vanishes on the
outflow boundary is imposed. We wish to point out that it is impossible here to
impose realistic boundary conditions on the domain boundary. However, as al-
ready discussed, the eigenvalue associated to the unstable mode is not sensitive
to the boundary conditions, provided that the computational domain contains
the core of the instability. In any case, for the problem at issue, the size of
the computational domain is dictated here by the available experimental flow
measurements. However, as it is shown in table 1, the eigenvalue associated
to the vortex shedding instability is slightly sensitive to the outflow boundary
conditions and to the boundary conditions on the lateral faces of the compu-
tational box (this second aspect is not shown in the present results). Indeed,
for a resolution equal to 120 × 120, the variation of the predicted Strouhal
number St, switching from BC1 to BC2, is approximately 7%. This variation
is acceptable considering that BC2 contains a definitely strong and unphysical
condition at the outflow boundary, since it is imposed that the disturbance ve-
locity vanishes. The tests in table 1 confirms a low sensitivity of the estimated
unstable eigenvalue with respect to the conditions imposed at the outflow. This
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Resolution BCs Stabilized Divergence-Free Strouhal N. Ampl. Fact.

58×62 BC1 N N 0.285 0.200
120×120 BC1 N N 0.286 0.213
400×60 BC1 N N 0.287 0.188
58×62 BC1 N Y 0.276 0.215
120×120 BC1 Y N 0.285 0.212
120×120 BC2 Y N 0.306 0.220
Experiments � 0.283

Table 1. Results obtained from several stability analysis of
the cylinder mean flow; the experimental value has been ex-
tracted approximately from Eq. (2) reported in Fransson et al.
(2004).

statement will further substantiated by the combined analysis of the direct and
adjoint unstable modes reported in the following.

Since the flow Reynolds number is large (Re = 3.5 × 103), thin bound-
ary layers can form near the domain boundaries. In particular, this problem
is important near the outflow boundary for the direct problem, especially for
the boundary conditions BC2, and for the inlet boundary for the adjoint prob-
lem. We recall that the adjoint equations are derived building the adjoint of
the discretized direct problem, and thus the associated boundary conditions
are automatically found such that (i) the eigenvalue of the adjoint problem
is equal to the conjugate of the direct one up to machine accuracy and (ii)
bi-orthogonality property is preserved between direct and adjoint modes up
to machine accuracy. It is well known that thin boundary layers, typical of
convection-dominated problems, can cause numerical spurious oscillations for
coarse resolutions, and there are several ways to avoid this problem, usually
by addition of artificial diffusion on the boundary layers. In the present prob-
lem the regions where oscillations can be generated are close to the boundaries
of the computational domain, which do not sensibly influence the estimated
unstable eigenvalue. Thus, artificial diffusion has been added in a thin layer
adjacent to the inflow and outflow boundaries to damp the oscillations in the
flow field. As we will see, this will not affect the found eigenvalues, but spu-
rious oscillations are eliminated in the eigenmodes. This is important when
the stability direct/adjoint modes are used in the reordering procedure of the
snaphots reported later (see section 4.3), since in this case discrete scalar prod-
uct needs to be carried out between the modes and the flow snapshots. To give
an example, in figure 5 we report on the same figure the modulus of the vertical
component of the adjoint unstable mode obtained at Re = 3.5×103, with BC1
(a) without and (b) with additional dissipation near the domain boundaries.
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Figure 5. Modulus of the vertical velocity of the adjoint
mode obtained at Re = 3.5 × 103 behind the porous cylinder
with a spatial resolution 120 × 120 (a) without and (b) with
artificial dissipation near the domain boundaries; the stream-
lines of the time-averaged flow field are also reported in the
figure.

Artificial dissipation is obtained in practice by decreasing the flow Reynolds
number to a value equal to 20 with an exponential function which acts on a
layer of width equal to 0.2D at the inflow boundary and to 0.1D on the other
boundaries. These values have been chosen heuristically on the basis of a
few numerical experiments. The results reported in table 1 confirms that the
estimated eigenvalues are almost insensitive to the stabilization, as expected.

Lastly, the time-averaged flow field is a divergence-free field. However, if
the divergence is evaluated numerically by a discrete scheme it will not be ex-
actly null, the error being due to both (i) measurements and (ii) numerical error
in the discretization of the differential operators. However, from a numerical
viewpoint, it might be important to have a field that is exactly divergence free
at the discrete level, compatibly with the numerical scheme used for the linear
stability analysis. In order to verify the sensitivity of the results to this aspect,
a test has been carried out in which the mean flow, coming from the experi-
ments and interpolated on the computational grid for the stability analysis, has
been projected on a divergence-free subspace, so as to obtain a corrected flow
field which is exactly divergence free at the discrete level. The stability analysis
is then carried out on the corrected mean flow. The results, reported in table 1,
show an influence on the computed Strouhal number and amplification factor
which is however rather small, the variation on the Strouhal number being of
the order of 3%. The projection of the mean flow has been carried out in a
similar way to that used in projection methods to advance incompressible NS
equations in time, i.e. a scalar field ψ(x, y) has been searched such that the
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Figure 6. NUM from EXP: Unstable mode obtained at Re =
3.5× 103 behind the porous cylinder with a spatial resolution
120× 120 at one particular phase: (a) horizontal and (b) ver-
tical velocity of the direct mode and of its adjoint one (c, d

respectively); the streamlines of the time-averaged flow field
are also reported in the figure. The maps are obtained by nor-
malizing the modes so that the maximum value of the velocity
modulus in the field is equal to unity.

corrected mean flow Uc
m = Um−∇ψ is divergence-free, with proper boundary

conditions on ψ such that the divergence-free property is preserved also on the
boundaries.

The direct and adjoint unstable modes, artificially stabilized on the bound-
ary, obtained with a resolution 120 × 120 at Re = 3.5 × 103 are reported in
figure 6.

In agreement with the theory in section 3.2, we can now quantify the
sensitivity of the unstable mode to a localized velocity-force feedback in the
linearized operator, in order to identify the core of the instability, i.e. the
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Figure 7. NUM from EXP: Sensitivity to a local velocity-
force feedback Λ(x, y) (see Eq. 12) obtained with a grid res-
olution 120 × 120 for the porous cylinder (Γ = −2.57); the
streamlines of the time-averaged flow field are also reported in
the figure.

region of the baseflow on which the instability depends. In particular, we
report the map Λ of Eq. (12) in figure 7.

This map closely resembles the equivalent map obtained from the stability
analysis of the primary instability of the cylinder at Re � 46, see for instance
figure 17 reported in Giannetti & Luchini (2007) or, equivalently, figure 6 re-
ported in Marquet et al. (2008). However, the map is definitely more localized
on the shear layers delimiting the average recirculation bubble, towards the
closure of the bubble itself.

As a final comment on the obtained results, it is important to underline
that the Strouhal number estimated by the linear stability analysis accurately
predicts the experimentally measured one, especially when the more realistic
boundary conditions BC1 are used, as shown in table 1. The experimental value
of the Strouhal number, St � 0.283, can be extracted from Eq. (2) reported
in Fransson et al. (2004). It should be noted that the experiments performed
in Fransson et al. were done in the Re-range, 8 500 ≤ Re ≤ 21 700, but as
expected no Re-dependence was shown and we are therefore also confident in
our assumption that Eq. (2) in Fransson et al. also holds for Re = 3.5 × 103.
In table 1 the amplification factor obtained by this analysis is also shown (al-
though physically meaningless), but was expected to be lower. In fact, at least
up to Re � 180, the stability analysis on the mean flow, obtained numeri-
cally through well resolved DNS simulations, leads to a global mode that is
marginally stable, i.e. with an amplification factor near 0 (see Barkley 2006).
This is also in agreement with the interpretation given in Noack et al. (2003)
which suggests that the amplitude of the oscillating wake saturates precisely
when the mean flow is marginally stable. However, the considered value of
the Reynolds number here is definitely larger (Re = 3.5 × 103), the wake is
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(c) Γ = −3.86
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(d) Γ = −3.21

x

y

 

 

! !"# $ $"# % %"#

!$

!!"#

!

!"#

$

!!"&

!!"%

!

!"%

!"&

!"'

!"(

$

(e) Γ = −1.93
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(f) Γ = −1.37

Figure 8. EXP: Time-averaged velocity fields interpolated
and made symmetrical on a uniform cartesian grid of resolu-
tion 120 × 120 for different values of negative Γ : streamlines
and horizontal velocity. Near field PIV window.

turbulent and, as far as the authors know, there are not other examples in
the literature of a global stability analysis of experimental mean flow at this
Reynolds number for a circular cylinder. Thus, we miss a criterion to judge
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(c) Γ = 1.93
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(d) Γ = 2.57

Figure 9. EXP: Time-averaged velocity fields interpolated
and made symmetrical on a uniform cartesian grid of resolu-
tion 120 × 120 for different values of positive Γ : streamlines
and horizontal velocity. Combined near- and far-field PIV win-
dows. Near-field extrapolated in order to obtain a global field
on a rectangular domain.

whether the obtained amplification factor is too large or not. Furthermore, we
have to keep in mind that the stability analysis is carried out on experimental
data, which are affected by some noise (even if averaged in time), the spatial
resolution of the mean flow is fixed by the PIV measurements and might be
poor in the shear layers delimiting the recirculating bubble (region of high sen-
sitivity of the estimated eigenvalue) and, finally, the measurement window is
just sufficient to obtain meaningful results, as it just includes the region of high
sensitivity for the global mode.

4.2. Results of the linear stability analysis

In this subsection we concisely present the results obtained by applying the
analysis described above to the mean flow fields measured for different values
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(b) Γ = +2.57

Figure 10. NUM from EXP: Sensitivity to a local velocity-
force feedback Λ(x, y) for cases Γ = −1.37 (a) and Γ = +2.57
(b) (see Eq. 12) obtained with a grid resolution 120 × 120 for
the porous cylinder; the streamlines of the time-averaged flow
field are also reported in the figure.

of the transpiration parameter Γ . On the basis of the results described in
the previous section, all the tests documented here have been carried out on
120× 120 grids, with a stabilization near the domain boundaries to avoid spu-
rious oscillations of the eigenmodes and without projection of the mean flow
fields on divergence-free subspace. Some of the experimental mean flow fields
among the available ones are reported in figure 8 for the suction cases and in
figure 9 for the blowing case. In the cases of blowing (positive Γ values), the
two available measurement windows have an overlapping region. Alignment
between the two windows has been adjusted for each case by maximizing the
correlation coefficient between the two velocity fields in the overlapping region.
Moreover, only for computational purposes, the flow field of the smaller win-
dow has been extrapolated in the ”free-stream” in order to obtain a global
field on a rectangular domain (compare, for instance, figure 9 and figure 3b).
This extrapolation does not affect the results as long as the extrapolated re-
gion is far enough from the boundaries of the recirculating bubble. This aspect
has been verified a-posteriori visualizing the core of the instability. However,
already from the analysis of figure 9 it is clear that the recirculating bubble
width increases as Γ is increased, and the results for Γ = 2.57 are expected
to be affected by the extrapolation described above. This is confirmed by the
sensitivity to a local velocity-force feedback Λ(x, y) plotted in figure 10(b). On
the other hand, in the suction cases, the length of the recirculating bubble
increases as Γ is decreased. Again, the obtained results can be affected by the
truncation of the measurement window if the closure of the recirculating bubble
approaches the outflow boundary of the window. By inspecting figure 8 it can
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Γ Reso- BCs Stabi- Strouhal Ampl. Exp. Devia-
lution lized Numb. Fact. value tion

−6 120×120 BC1 Y – stable – –
−5 120×120 BC1 Y 0.290 0.186 – –
−3.86 120×120 BC1 Y 0.266 0.203 – –
−3.21 120×120 BC1 Y 0.255 0.174 – –
−2.57 120×120 BC1 Y 0.285 0.212 0.283 0.7%
−1.93 120×120 BC1 Y 0.267 0.14 0.241 9.7%
−1.37∗ 120×120 BC1 Y 0.308 0.124 0.216 30.0%
0 120×120 BC1 Y 0.232 0.106 0.2 13.8%
+0.68 120×120 BC1 Y 0.218 0.039 0.190 12.8%
+1.93 120×120 BC1 Y 0.193 0.024 0.188 2.6%
+2.57∗ 120×120 BC1 Y 0.1919 -0.04 0.176 8.3%

Table 2. Results obtained from the stability analysis of the
cylinder mean flow at different values of Γ ; the symbol ∗ for Γ
indicates that the domain dimensions are not enough to have
reliable results, as discussed in the text.

be noticed that this happens in cases characterized by Γ ≥ −1.37. This is again
confirmed a-posteriori by the analysis of the Λ map, reported in figure 10(a).

The Strouhal numbers versus Γ obtained in the tests are reported in table 2.
The table shows that a reasonable agreement is obtained with respect to the
experimental data. Moreover, the trend of the Strouhal number versus the
parameter Γ is in complete agreement with the experiments. As expected,
accuracy is lost for those cases (Γ ≥ −1.37 on one measurement window and
Γ ≥ 2.57 for two measurement windows) in which the core of the instability
approaches the boundary of the available experimental data. Surprisingly, the
stability results confirm an inversion in the behavior of the Strouhal number
vs Γ for cases Γ = −3.21 and Γ = −3.86. Indeed, the Strouhal number
always increases as Γ is decreased, except for the two aforementioned cases.
The same trend has been observed in the experiments, and it is related to
an anomalous behavior of the recirculating bubble that can be observed in
the mean flow fields in figure 8. In particular, the length and the width of
the recirculation bubble decrease as Γ in increased, but this trend is inverted
for cases Γ = −3.21 and Γ = −3.86. This aspect is not fully understood
at present and it needs to be further investigated. We are confident that the
results obtained from the stability analysis described here might provide useful
information in this respect. Still in agreement with the experiments, at Γ = −6
the vortex shedding seems to be completely stabilized. Also the predicted
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Figure 11. NUM from EXP: POD spectrum obtained at
Re = 3.5×103 behind the porous cylinder: (a) whole spectrum
(1054 modes) and (b) detailed view of the first 50 modes.

amplification factors are reported in table 2, even if this value is not meaningful
in the stability analysis of mean flows, as already discussed.

4.3. Reordering of the available snapshots according to the phase of the vortex
shedding

The available experimental snapshots have been taken over several vortex shed-
ding cycles and even in different experimental runs. Thus, their order with
respect to the phase of the vortex shedding cycle can be considered uniformly
randomized. However, for the analysis of the large-scale wake vortical struc-
tures, it is important to approximately align them with respect to the phase
of the shedding process, so that information on the flow topology might be
retrieved by properly averaging in phase the snapshots. One possibility to
obtain this result is to use the Proper-Orthogonal-Decomposition (POD) tech-
nique to extract the dominant modes describing the vortex-shedding process,
and later to project the snapshots on those modes so as to estimate a value
for the phase angle of each snapshot, similarly to the approach described in
Oberleithner et al. (2011). However, this method does not work here (maybe
ad-hoc improvements might be possible), because the measuring window is
small and located in the vortex-formation region. Thus, the significant turbu-
lent velocity fluctuations makes it difficult to extract clear energetically domi-
nant modes in the POD analysis. An alternative strategy is to use the modes
obtained by the stability analysis instead of the POD modes to obtain the same
result. Moreover, even if not necessary, we have available the mode adjoint to
the vortex-shedding mode, which can be used to project the snapshots on the
unstable mode itself. This method and its results are described in the following.
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Figure 12. NUM from EXP: POD mode no. 2 obtained at
Re = 3.5× 103 behind the porous cylinder: (a) horizontal and
(b) vertical velocities.

The results obtained by the POD analysis are also described in the following,
for the sake of completeness.

4.3a. POD analysis: results. The POD analysis has been carried out following
the method of the snapshots of Sirovich (1987). As a prototype example, we
consider the case with Γ = −2.57. The number of snaphots used for the POD
analysis is Ns = 1054. The time-averaged flow field is not subtracted from the
snapshots in the POD analysis, so that the first POD mode is the averaged flow
field. Tests have been carried out also subtracting the averaged flow field but
no significant differences have been noticed with respect to the results reported
here.

From the spectrum of the POD eigenvalues, reported in figure 11, it is
clear that the method is not able to isolate a dominant couple of modes that is
typical when a vortex shedding flow is analyzed (see e.g. the spectra reported
in Noack et al. 2003). Indeed, in this case, the dominant POD modes are
typically organized in couples of equally energetic modes, associated to the
vortical structures of the wake, which travel in the downstream direction. For
this reason, the two modes of each couple are displaced in phase by a phase
angle of π/4, as it happens between the real and the imaginary parts of the
unstable mode resulting from the linear stability analysis of the wake. In this
case there is not a structure of this kind in the found POD spectrum probably
because (i) the turbulent fluctuations are strong, the measurement window is
(ii) small and (iii) located near the vortex formation region, where the vortical
structures are not energetically as strong as in the well-developed wake that can
be observed just downstream of the mean recirculation bubble. Probably, in
this case the information concerning the shedding mode are contained in more
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than two modes, and this fact makes it tricky, or even impossible, to retrieve
phase information from snapshots projection on the modes.

However, the dominant modes are clearly related to the vortex shedding
process, as can be evinced for instance by comparing mode 2, reported in
figure 12 and the unstable mode obtained by the stability analysis reported in
figure 6.

4.3b. Snaphots reordering using linear stability analysis: procedure description.
It is well known that the unstable modes obtained by the linear stability anal-
ysis of the primary wake instability are a couple of complex conjugate modes.
Each mode has its real and imaginary parts shifted in phase by an angle of π/4,
so that when they are linearly combined together using a coefficient of the form
exp(iCt), they describe flow structures moving in time t in the downstream di-
rection. In particular, a picture of the vortex shedding process described by the
unstable linear mode can be obtained as follows. If we indicate with (û, p̂) the
unstable mode associated with the egienvalue σ = λ+ iω (obtained by the sta-
bility analysis on the time-averaged flow field Um), there will be also another
complex-conjugate mode, associated with σ

∗ = λ − iω, of the form (û∗
, p̂

∗),
due to the symmetry of the problem. A picture of the shedding process is then
described by the following field:

uvs(x, y, t) = Um +
A

2
(exp(iωt) û(x, y) + exp(−iωt) û∗(x, y)) , (18)

where the real coefficient A stands for the amplitude of the oscillating mode;
A cannot be obtained by the linear stability analysis but can be estimated
a-posteriori by an ad-hoc post-processing of the snapshots. In Eq. (18) the
product ΦT = ωt is a phase angle at time t of the vortex-shedding process.
Thinking of a normal mode decomposition of the velocity field u(x, y, t), and
using the bi-orthogonality between the modes and their adjoint modes, i.e.�
û+
j , ûk

�
= δjk, we have:

A

2
exp(iΦT ) =

�
û+

,u(x, y, t)−Um

�
. (19)

Consequently, ordering the snapshots with respect to the phase ΦT , estimated
according to Eq. (19), is equivalent to realign them with respect to the phase
of the vortex shedding. The corresponding procedure can be summarized as
follows:

1. a global stability analysis is carried out on the time averaged flow field,
computing the unstable (marginally stable) mode û corresponding to
the vortex shedding mode in the wake and its adjoint mode û+;

2. for each instantaneous velocity snapshot uk we estimate a phase angle
ΦT (k) according to Eq. (19);

3. we reorder the snapshots according to the values of ΦT ;
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An equivalent procedure can be obtained also in cases in which the adjoint
mode û+ is not available. In this case it is possible to build a field r orthogonal
to û∗ as follows:

r = û− �û∗
, û�

�û∗, û∗� û
∗
. (20)

Consequently, according to Eq. (18), it is possible to obtain a phase angle ΦT

as:
ΦT = Phase(�r,u(x, y, t)−Um�) . (21)

Once reordered, the snapshots can be averaged in phase in order to smooth
the visualization and to eliminate the uncorrelated velocity fluctuations that are
due to the fact that (i) the flow is turbulent and (ii) the turbulent fluctuations
are not correlated at all, since neighboring snapshots can have been taken
at very different times in the experiment (or even in different experimental
runs). The POD analysis can be used as a filter in order to reduce the noise
in the velocity fluctuations in a pre-processing phase, before the alignment
described above. However, our tests have shown that this preprocessing step is
not necessary at all, the results being almost unaffected by it. For this reason
we will not use a POD-based filter for the snapshots.

4.3c. Numerical example. As an example of the overall procedure, we have
carried out the following numerical experiment. A two-dimensional bluff-body
flow with a well developed vortex shedding instability has been simulated in
time until a periodic-in-time flow was obtained. Then, several snapshots have
been saved in time on a vortex shedding period. A POD analysis has been
carried out on those snapshots, which allowed the identification of a couple of
equally-energetic dominant modes associated to the vortex shedding. The order
of the snaphots has been then randomized, and the angle ΦT for each snapshot
in the new random order has been estimated by projection on the two POD
modes, which are real and mimic the real and imaginary parts of the complex
mode found by the linear stability analysis. Once aligned for decreasing values
of ΦT , the snapshots returned perfectly aligned in time. The same result has
been obtained using the stability modes instead of the POD ones. This small
experiment shows that, as a proof of concept, the procedure described above
works perfectly for a simple case with only one unstable global mode and well
resolved flow fields over a large computational domain.

4.3d. Application to the experimental snaphots. We describe here the results of
the reordering procedure when applied to the case Γ = −2.57. Results obtained
for different values of Γ are analogous to those described here. The stability
modes obtained in the analysis described in table 2 are used here. The modes,
obtained on a grid 120× 120, have been resampled (bilinear interpolation) on
the grid used in the PIV images, and all the points outside the window on
which the numerical modes have been obtained were set to zero, in order to
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Figure 13. (a) Discrete scalar product between the adjoint
unstable mode, obtained by a linear stability analysis of the
time-averaged flow field at Γ = 0 with a resolution 120 ×
120 and the available snapshots, once those have been ordered
according to the phase angle ΦT , reported as the x coordinate
in the plots; (b) is the same as (a) but a phase averaged has
been carried out for each snapshot, considering in the average
25 snapshots before and 25 snapshots after each considered
snapshot.

exclude those areas from the scalar product. Typically, this excluded region
is the one very near the cylinder rear face, where the available measurements
are not trustable. We adopted a discrete scalar product for the projection
procedure:

�u,v�d =
1

(NxNy)




Nx�

l=1

Ny�

m=1

u(xl, ym) · v(xl, ym)



 , (22)

where Nx and Ny are the number of grid points in the x and y directions,
respectively, available in the PIV measured flow fields. Since those points are
equi-spaced, the discrete scalar product in (22) is equivalent to a first-order
approximation of the scalar product in Eq. (6). As a result, we have plotted in
figure 13 the value of the discrete scalar product between the adjoint unstable
mode and the available snapshots, once those have been ordered according to
the phase angle ΦT , reported as the x coordinate in the plots. In figure 13
(b) a phase average has been applied, which has been obtained considering in
the average 25 snapshots before and 25 snapshots after each snapshot. From
the figure, it is evident that the phase alignment is meaningful, and phase av-
eraging is necessary to balance realignment errors and, mainly, to smooth the
results since fluctuations not caused by the shedding process are completely
uncorrelated in time, as already discussed. In order to give an idea of the per-
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(d) Phase 16 on 20

Figure 14. EXP: Phase-averaged experimental velocity fields
at four uniformly distributed phases with respect to the shed-
ding process for Γ = −2.57: vorticity field and streamlines of
the velocity field.

formance of the reordering procedure, we report in figure 14 a few uniformly
distributed phases of the shedding process for Γ = −2.57 after the phase re-
alignment and phase average. In this case, 20 equal bins have been used for the
phase average. For blowing cases, in which two overlapping windows are avail-
able, the method in Eq. (21) has been used to estimate the phase of the vortex
shedding. The method is applied independently to the snapshots of the two
measurement windows, since the two databases are completely independent.
As the direct mode used for the procedure is the same for both databases, the
estimated phases should match. This has been successfully verified a-posteriori.
An example of phase average shedding process in the two windows is given for
the case with Γ = 0 in figure 15, where the same phase is considered for the
small measurement window on the left column and for the large one on the
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right. Considering that an overlapping exists between the two measurement
windows, the matching at the same phase is evident from the figure.

4.4. Phase-averaged flow fields: analysis of the large-scale wake vortices

In the present section phase-averaged flow fields for different values of Γ are
post-processed in order to extract information on the kinematics of the large-
scale wake vortices. In all cases, the vortex shedding period is divided in 20 uni-
form bins for phase averaging. It has been verified that the phase distribution
of the available snapshots is almost uniform, so each bin collects approximately
the same number of istantanous fields for the average.

4.4a. Trajectory of the wake vortices. The extraction of the trajectories of wake
vortices is a conceptually difficult task, since the vortices are large and they have
a shape which changes as they travel downstream with respect to the cylinder.
So it is difficult to univocally define a centre of the vortex to be followed for the
identification of a line trajectory. There are different solutions in the literature
to this problem. Notice that spatial derivatives of the velocity field can be
affected by significant noise here, since the data are experimental measurements
of turbulent flows on rather coarse grids, smoothed by phase-averaging. Thus,
it is rather difficult to identify local maxima of scalar quantities associated
to the gradient of the velocity field, which is the basic ingredient of several
methods to define the centre of a vortex.

In this work we propose the following method to localize the trajectory of
the wake vortices. At each section in the x direction we consider the phase-
averaged vorticity field which passes through that section in time for one vortex
shedding cycle, obtaining as a result a 2D vorticity field in the coordinate axes
ΦT -y. At this stage we can consider, instead of the phase-averaged vorticity
field, its filtered counterpart, with a filter based on one vortex identification
method, so as to keep only vortices in the flow field and filtering out all the
vorticity which is not associated to a coherent vortex. In this work we have
tested both options (i.e. with and without filter), and the adopted vortex
identification method is the ”Q criterion” proposed by Hunt and described, for
instance, in Wu et al. (2005). As an example, we report in figure 16 the vorticity
field, unfiltered (a) and filtered (b), extracted in time at section x = 3.2 for
case Γ = 0.

The y position of the positive (negative) vortex trajectory at each consid-
ered x section is defined as the y coordinate of the center of gravity of the
positive (negative) vorticity passing through the section in one shedding pe-
riod, i.e. the center of gravity of maps like the ones reported in figure 16. As
an example, we report in figure 17 the phase-averaged vorticity field for case
Γ = 0 together with the so-identified trajectories.

The figure shows that the differences between the filtered and unfiltered
cases are small, and for this reason we will show in the following only results
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Figure 15. EXP: Phase-averaged experimental flow fields at
four uniformly distributed phases with respect to the shedding
process for Γ = 0: vorticity field and streamlines of the veloc-
ity field in the small (left column) and large (right column)
measurement windows. The phases from top to bottom are:
(1, 6, 11, 16) out of 20.
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Figure 16. Case Γ = 0: (a) vorticity field and (b) vortices
(vorticity field filtered according to the ”Q criterion”) passing
through section x = 3.2 in one vortex shedding period.

obtained with the filtered vorticity fields. Only in the region of detaching shear
layers, before the vortex formation length, the identifier threshold is reduced
so as to take into account the position of the shear-layers in the identified
trajectory, too.

The trajectories for all the considered cases are reported together in fig-
ure 18. In that figure we have excluded the cases with Γ ≤ −3.21 for the
anomalous behavior in the mean velocity field and Strouhal number, since they
are also expected to have an anomalous trajectory. Figure 18 shows a rather
clear trend of the trajectories, i.e. they monotonically approach the centre
line as Γ is decreased. The only exception is the case Γ = 0.68, in which the
estimation of the trajectory in the larger measurement window is affected by
oscillations that prevent the determination of a clear trend, even if the trajec-
tory still remains between the cases Γ = 0 and Γ = 2.57. The oscillations in
this case, as well as in the other cases, are caused by small spurious vorticity
spots that seldom appear at the boundaries in the y direction and that are
not filtered out by the vortex identifier. For each case, the trajectory of the
vortices are converging towards the centre line just behind the cylinder and
they seem to follow a path parallel to the x axis further downstream. We know
that, further downstream, the trajectories slightly diverge from the centre line,
as shown for instance in Zdravkovich (1997). In particular, figure 5.42 (pp.
131) reported in Zdravkovich (1997) shows the trajectory of the wake vortices
behind a circular cylinder at Re = 39 000. Comparing those results to the
one found here (Γ = 0) it is possible to notice that, in our case, the wake vor-
tices are located at about y � 0.36 at the exit section, while the data reported
in Zdravkovich (1997) estimate a distance approximately equal to y � 0.3. For
the other x sections the trend is the same, i.e. we obtain a larger trajectory
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Figure 17. EXP: Phase-averaged experimental flow fields at
four uniformly distributed phases with respect to the shedding
process for Γ = 0: vorticity field, streamlines of the velocity
field and vortex trajectories in the small (left column) and
large (right column) measurement windows; squares (circles)
indicate the trajectories extracted from the unfiltered (filtered)
vorticity field.
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Figure 18. Trajectories of the wake vortices extracted from
the filtered vorticity field.
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Figure 19. Trajectories of the wake vortices extracted from
the filtered vorticity field.

with respect to that reported in Zdravkovich (1997) for Γ = 0. However, the
Reynolds numbers of the two cases are quite different. Moreover, as can be
noticed in figure 17, there is a tendency of the proposed method to estimate
trajectories that are slightly larger at some section of what might be estimated
by eye. In any case, the advantage of the proposed procedure is of being a
systematic procedure that can be repeated for all the available cases without
a subjective influence of the observer. Consequently, it is expected that the
relative comparison among cases with different values of Γ is well identified by
the proposed procedure, even if it is possible that a slight overestimation of the
width of each trajectory might be possible.

The trajectories of the cases with Γ ≤ −3.21 are reported in figure 19,
together with some of the other cases, for comparison. As expected, the tra-
jectory has a precise trend with Γ < −2.57, which is different with respect
to the remaining cases. In particular, the distance between the symmetry line
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Figure 20. Velocity of the wake vortices estimated according
to Eq.(23).

and the shear layers monotonically decreases as Γ is decreased for all cases,
but, past section x = 2, the trajectories diverge again from the symmetry line
for Γ ≤ −3.86. Consequently, the trajectories of the cases with Γ ≤ −3.86
intersect some of the other trajectories for x > 2. This does not happen for
Γ = −3.21 because it is a border case, after which an inverted behavior starts
to take place.

4.4b. Velocity of the wake vortices. Once the phase-averaged velocity field is
available, the velocity of the wake vortices can be estimated by directly mea-
suring the distance run by the vortices with respect to the phase angle ΦT and
using the experimental value of the vortex shedding period as the time refer-
ence scale. Nevertheless, a different procedure is adopted in the present work
with the aim to reduce subjectivity of the observer. Starting from the y − ΦT

maps extracted at each x-section for the computation of vortex trajectories,
the following procedure has been followed. Suppose that two different sections,
x1 and x2 > x1 are considered, at a relative distance equal to L = x2 − x1.
Between the two sections there will be a phase shift ∆Φ = ΦT2 − ΦT1 in the
position of the vortices, which has been estimated by searching for the relative
shift which maximizes the correlation between the vorticity maps extracted at
the two considered x sections. In order to reduce noise in this process, we pre-
liminarily filter the vorticity maps in the ΦT direction using a low-pass Fourier
cut-off filter. Once ∆Φ is obtained, we estimate the velocity of the vortices
between section x1 and x2, normalized by the free-stream velocity, using the
experimental value of the Strouhal number:

V = 2πL
St

∆Φ
(23)

We remind that all quantities in Eq.(23) are normalized using the free-stream
velocity and the cylinder diameter. In order to reduce noise in the results,
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L = 10∆x (L = 0.36 and L = 0.48 for the small and large measurement
window, respectively) has been considered. The results obtained for some of
the considered cases are reported in figure 20. Note that, for each case, the
estimated points close to the cylinder are meaningful only after the vortex
formation length, which is reported for the case at issue (at a different Reynolds
number) in Fransson et al. (2004) and that can be estimated here by the phase-
averaged flow field (see for instance figure 14 and figure 17 for cases with
Γ = −2.57 and Γ = 0, respectively).

The figure shows that, at least for the cases reported, the velocity of the
wake vortices decreases as Γ is increased, and in all cases vortices accelerate
with their distance from the cylinder. This is in agreement, at least for case
Γ = 0, with data reported in the literature (see e.g. Zdravkovich 1997). In
particular, in figure 5.6 reported in Zdravkovich (1997) an estimation of the
velocity of wake vortices is reported at different downstream positions in the
range 500 < Re < 1000 (Γ = 0). However, a very few points are reported
in the near wake and a direct comparison with the present data is difficult.
Nevertheless, there is at least a qualitative agreement with the present results.
In particular, for x � 4D the estimated velocity reported in Zdravkovich (1997)
is approximately equal to 0.8U∞ (Re = 6450), which is in reasonable agreement
with the value 0.76U∞ estimated here for the case Γ = 0.

The procedure proposed here can be affected by noise, due to the optimiza-
tion step involved. However, as already stated, once the phase-averaged flow
fields are available it is an easy task to estimate the velocity of the vortices
by visual inspection of the fields themselves, using the value of experimental
Strouhal number as a time reference.

4.4c. Mean vorticity fluxes at x sections. In the estimation of the vortex trajec-
tories described in subsection 4.4a, the denominator in the expression to derive
the y-coordinate of the gravity center of positive (negative) vorticity contains
the mean flux of positive (negative) vorticity at the considered section. This
quantity is indirectly related to the intensity of the wake vorticity and, in all
the considered cases, it has a maximum (minimum) value in the wake which is
closely correlated with the vortex formation length. As concerns the intensity
of the wake vortices, this can be estimated directly from the phase-averaged
fields so that, in this respect, the flux maps are not interesting, but they can
be used to estimate the vortex formation length. A typical behavior of the
positive vorticity flux is reported in figure 21(a). Comparing figure 21(a) with
the phase averaged fields in figure 14 and figure 17 for cases with Γ = −2.57
and Γ = 0, respectively, it is possible to notice that there is a close correlation
between the vortex formation length and the maximum in the positive vorticity
flux (the flux of negative vorticity is a specular curve). We also reported the
position of the maxima of the vorticity flux obtained for different values of Γ
in figure 21(b). As intuitively expected, the vortex formation length increases
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Figure 21. Mean flux of positive vorticity in the wake at x

sections: (a) typical behavior and (b) position of the maxima
of the flux vs Γ , (∗)-symbols. In (b) the position of maximum
back-flow is also plotted with (◦)-symbols for comparison.

with Γ and the same behavior is shown by the maxima of the vorticity flux
in the wake. Moreover, there is also a quantitative agreement between the
curve of maxima reported in figure 21(b) and the values of vortex formation
length vs Γ provided in Fransson et al. (2004) for the porous cylinder and in
Zdravkovich (1997) for Γ = 0 (see Fig. 5.12 and related comments in the text).
As an example, in Zdravkovich (1997) the vortex formation point is localized
near x � 2 D for a Reynolds number similar to the one considered here, and
we estimate x � 2.2 D in the present work (see figure 21b). For a direct com-
parison the position of maximum back-flow for each suction rate is also plotted
in figure 21(b). The maximum back-flow is also known be seen as a vortex
formation length and the agreement between the two measures is very good.

5. Conclusions

This work is based on experimental PIV flow fields that have been measured
past a porous circular cylinder at Re = 3.5× 103 at different levels of the tran-
spiration parameter Γ . The first part of the work is dedicated to the global
stability and sensitivity analysis of the mean flow fields extracted from the
available database for each value of Γ . The objective of this first part is to
verify whether or not the global stability analysis of the mean flow leads to a
reasonable estimation of the vortex shedding frequency and of the global un-
stable mode at the considered value of Reynolds number. An original aspect of
the work is to consider experimentally measured mean flow fields, which poses
several technical difficulties for the numerical stability analysis that have been
solved and partially documented here. To the authors knowledge, this verifica-
tion has been carried out only on the basis of DNS simulations up to Re = 600
(Leontini et al. 2010), and, moreover, this is the first example in which the
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global adjoint unstable mode is derived on the basis of the experimental data
and used for a sensitivity analysis of the found instability. Besides the interest
in comparing the obtained results with those documented in the literature for
the primary instability, the sensitivity analysis provides useful information to
verify a-posteriori the adequacy of the size of the measurement window for the
stability analysis. This is reported in the paper, which also shows that the pre-
dicted values of the Strouhal number of the vortex shedding process are in good
agreement with those observed in the experiments, so extending the analysis in
Leontini et al. (2010) up to Re = 3.5× 103. Surprisingly, the stability analysis
is also able to capture an inversion in the behavior of the Strouhal number (St)
with respect to Γ , which is observed experimentally for Γ ≤ −3.21. In fact, St
increases as Γ is increased, but the opposite happens when Γ ≤ −3.21. This
behavior seems to be associated to a similar anomaly in the size of the mean
recirculation bubble with respect to Γ , and it needs to be further investigated.

For each value of Γ , the PIV database consists of about 1000 flow snap-
shots that have been taken without phase triggering at a low frequency with
respect to the vortex shedding one. For this reason they can be considered as
randomized in phase and only statistical quantities can be directly accessed.
In this respect, the availability of the global stability modes allowed the formu-
lation of a procedure to approximately align the available snapshots in phase.
Consequently, after applying a phase average on the ordered set of snapshots,
the phase-average vortex shedding process vs Γ is available. We underline that
the results from the stability analysis are used only to realign the snapshots in
phase, and no numerical artifact is added subsequently but only data coming
from the experiments are used in the phase average. This allowed an analysis of
the kinematics of the wake vortices as a function of Γ (trajectory, velocity and
formation length). Results obtained for Γ = 0 are in reasonable agreement with
those reported in the literature, giving confidence that the analysis described
here does not only give information on the relative effects of transpiration,
but it also provides results that are reasonably accurate from a quantitative
viewpoint.
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On the vortex generation behind a passive

V-shaped mixer in a pipe flow

By Bengt E. G. Fallenius and Jens H. M. Fransson

Linné Flow Centre, KTH Mechanics, SE-100 44 Stockholm, Sweden

To decrease the emissions from combustion engines an additive may be injected
in the exhaust emissions. In order to optimally compound this additive with
the exhaust emissions there is a need to create a stirring process, which in the
simplest form amounts to placing a vortex generator in the flow. The drawback,
at high velocities, may be its form as a noise generator. It is understandable
that different means to alter the generation of noise, in a positive way, are
sought after. It has been shown that such a positive effect is obtained if the
vortex generator itself is allowed to be dynamic, i.e. if the vortex generator
is thin enough so that its stiffness is reduced. In the present investigation
the effect of flexible versus stiff vortex generators, in a pipe flow, on the fluid
dynamics have been studied. It is shown that there are no major changes in
the mean velocity field nor the strength, circulation and size of the generated
vortices in the pipe. This result suggests that the mixing process is equally
rapid for the flexible vortex generator as the stiff one, but with the advantage
of having reduced the noise level.

1. Introduction

In an effort to reduce emissions from internal combustion engines, an additive
can be injected in the exhaust emissions. To obtain a fast and homogeneous
compound, a vortex generator can be installed near the point where the sub-
stance is added. An important issue in this context is the side effect of a
generated acoustic field due to the presence of the vortex generator. For prac-
tical applications there are limitations on the excessive level of noise being
generated, so there is an interest to keep the acoustic field as weak as possible.
It has been shown that by allowing the introduced mixer to be flexible one
can influence the acoustic source-strength in a positive way (see Karlsson et al.
2008). With this result in mind there is obviously an interest to study the
effect of flexible vortex generators on the mixing process itself. In the present
paper a direct comparison of the generated fluid structures between a stiff and
a flexible vortex generator is made. The differences are quantified by means of
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small-scale flow structure changes and mean velocity profile changes between
a stiff and a flexible vortex generator. Here, we denote this type of vortex
generator as a passive mixer since it does not cost any energy to perform the
actual mixing, apart from the increased pressure drop in the pipe.

The paper has the following outline. Section 2 describes the experimental
setup, the V-shaped vortex generators and the measurement technique. This
is followed by a brief summary of the vortex detection program that has been
used for the collection of the vortex statistics (section 3). The results are shown
in section 4 and the summary and conclusions are found in section 5.

2. Experimental setup and measurement technique

The experiments were performed in the MWL1 pipe flow facilitiy, which is an
open facility mainly used for studies on aeroacoustics. The centre line velocity
in the pipe was UC = 50 m s−1 in all the measurements performed.

Figure 1 shows two photographs of the experimental setup. The pipe
test section is made of plexiglas (a) with a length of 1496 mm and is located
3880 mm downstream of the pipe facility contraction. Downstream of the test
section the pipe continues with an extension of 3560 mm. The inner diameter
of the pipe is D = 90 mm and the wall thickness is 5 mm. At approximately
400 mm downstream of the test section entrance, the vortex generator was
mounted through a slit through the pipe wall at an angle of 32◦ and clamped
by a holder attached around the pipe (b). This is illustrated in figure 2 where
a sketch of the geometry is shown with the coordinate system and the place-
ment of the plate in the pipe in (a) together with the entire test section and
a photograph of the actual vortex generator in (b) and (c), respectively. Two
wedge-shaped vortex generators with varying thicknesses, t, and hence different
stiffnesses, were studied. Apart from the thicknesses of t = 3.0 and 0.5 mm,
from here on denoted the stiff and the flexible vortex generator, respectively,
they were identical.

A two-dimensional Particle Image Velocimetry (PIV) system was used for
the velocity measurements in the pipe. The laser beam from a Spectra Physics
400 mJ double pulsed Nd:Yag laser (shown in figure 1c), operating at 15 Hz,
was mirrored to the cylindrical lens (d) creating a laser sheet. A screen (e) was
used to reduce reflections and images were taken using a double-frame Kodak
ES1.0 8-bit CCD camera (f), with a resolution of 1018× 1008 pixels. For the
calibration of the PIV-images, a calibration plate (g) was placed in front of the
pipe and then removed. After calibration the laser sheet and the camera was
moved to the centre line of the pipe by means of a manual traversing table (h).

The PIV-measurements were performed at four x/D-locations, namely, at
−3, 3, 6 and 9 in both the xy–plane and the xz–plane (cf. figure 2).
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Figure 1. Photographs of the experimental setup. The test
section (a), the vortex generator (b). The laser beam was
mirrored from (c) to the cylindrical lens (d), and a screen (e)
was used to reduce the reflections. The camera (f), calibration
plate (g) and traversing (h).



184 Bengt E. G. Fallenius & Jens H. M. Fransson

Smoke particles, generated by heating a glycol based liquid with a disco
smoke generator (JEM ZR20 Mk II), were used to seed the air and the smoke
was injected through 5 hoses connected to the contraction (iv) of the pipe appa-
ratus. The injection of smoke into the pipe was achieved by placing the smoke
machine inside a pressurised chamber (cf. figure 3). This pressure chamber
was regulated via a control valve (i) and the pressure difference between the
pipe at the injection location and the chamber was adjusted for suitable smoke
density for the captured PIV images using a pressure differential meter (ii).
An absolute pressure meter (iii) in the chamber was also used in order to make
sure that the pressure did not exceed the chamber specifications.

39.4°

95
52

64

x

y
z

x

z

y

(a)

(c)

-3D 0 3D 6D 9D

(b)
xz

(mm)

Figure 2. (a) The wedge-shaped vortex generator in the xz–
plane and the position of the vortex generator in the yz–plane
of the pipe. (b) and (c) show the test section in the xy–plane
and a real photograph of the vortex generator, respectively.



On the vortex generation behind a passive V-shaped mixer 185

(v)

(i)
(ii)

(iii)

(iv)

Figure 3. The pressurised chamber with (i) a pressure regu-
lator, (ii) a differential pressure meter, (iii) absolute pressure
meter. The smoke where injected in the contraction (iv) up-
stream of the pipe (v).

In order to find out whether the vortex generators were deflected by the
flow or not, a Photron APX-RS high-speed camera, with the frame rate set to
3 kHz at a resolution of 1024× 128 pixels, was used to capture the movement
of the plates.

3. Identification of vortices

The vortex identification algorithm that has been used is similar to the one
suggested by Adrian et al. (2000), i.e. small scale structures in an instantaneous
two-dimensional velocity field is revealed by high-pass filtering. Vortices are
identified by finding regions in the high-pass filtered velocity field where the
velocity gradient tensor have imaginary eigenvalues, λci, implying that the
streamlines are closed or spiral, see Chong et al. (1990). Each region is then
examined and properties of the identified vortices are stored for post-processing
and statistical comparisons. A threshold for λci has to be implemented to
have distinct and reasonable boundaries of the vortices. The threshold in this
study was chosen by studying contours for different values of λci in the high-
pass filtered velocity field. The value was after studying the outcome set to
λci = 250.

The high-pass filtering is carried out by convolving a Gaussian filter on the
full velocity field u, which results in a low-pass filtered velocity field ū. The
high-pass filtered velocity field is then obtained by subtracting the low-pass
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filtered velocity field from the full velocity field, according to

u�� = u− ū . (1)

The low-pass filter is written as,

ū(m,n) =

�k
j=−k

�k
i=−k g(i, j)u(m− i, n− j)

�k
j=−k

�k
i=−k g(i, j)

, (2)

where (i, j) is the step in x and y, respectively, and k is the radius. Note
here that the shape of the filter is square, and hence, the radius is the number
of surrounding grid-points in each direction that are averaged with the point
(m,n).

The Gaussian kernel (g) is defined as

g(i, j) = exp

�
− (i∆x)2 + (j∆y)2

2σ2

�
, (3)

where ∆x and ∆y are the grid spacing and σ is the padding of the filter. Here,
the parameters k and σ were chosen by counting the number of vortices for
varying values of k and σ, as well as different λci. For k = 5 and σ = 5, there
where no major change in the number of vortices.

The vortex parameters that are stored are the vortex core position, strength,
size and circulation. The centre of the vortex is taken to be the highest λci in
each region. According to Zhou et al. (1999), the value of the highest λci also
corresponds to the vortex strength. The size of the vortex is determined by
finding the radius for the maximum circulation γ, which is calculated according
to

γ =

�

C
u�� · dl , (4)

where l is the perimeter of the circle C around the vortex centre, which is
stepwise increased in size until the maximum value of γ is found.

4. Experimental results

PIV-measurements were performed in both the xy- and the xz-plane (cf. fig-
ure 2(a)). A typical image pair of the PIV-measurements is shown in figure 4.
As seen in the images, a strong reflection is present in the lower part, which
affected the quality of the captured velocity fields. From a mean velocity point
of view only some of the points had to be disregarded. However, for the detec-
tion and analysis of the small-scale structures, the influence of the reflections
on the results was larger, and consequently parts of the velocity field had to
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Figure 4. A (left) and B (right) images of a raw data image
pair from the PIV-measurements at x = 6D ± 0.5D with the
3.0 mm vortex generator. The flow is from left to right.

Plane xy xz

x-pos t [mm] no. of IP no. of vortices no. of IP no. of vortices

3D
0.5 1024 27271 1024 20840
3.0 1024 30343 1024 21661

6D
0.5 1056 15275 992 10916
3.0 1088 14703 1056 10426

9D
0.5 1024 8283 800 6286
3.0 1024 9653 1024 8413

Table 1. The number of PIV-image pairs (IP) taken during
the experiments and the number of vortices identified in each
plane and for the two different vortex generators.

be cut out. Due to the reflections the intervals −0.12D ≤ y ≤ 0.42D and
−0.42 ≤ z ≤ 0 in the xy–plane and the xz–plane, respectively, were used for
vortex identification. The latter was decided to be cut at the centreline du to
the symmetry of the geomtery.

Table 1 shows the number of image pairs (IP) the statistical results have
been based on, and the number of vortices that were detected in the reduced
velocity fields. In the table one can see that the number of vortices decreases
along the pipe in the downstream direction.

The vibrations and maximum deflection of the plates were recorded with
the high speed camera. The 3 mm vortex generator showed no noticeable
deflection, while the 0.5 mm vortex generator had a static deflection of ap-
proximately 4 mm and oscillated with an amplitude in the order of the plate
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(I)
(II)
(III)

Figure 5. The position without any flow (I) of the 0.5 mm
plate. (II) and (III) are the maximum negative and the maxi-
mum positive deflections of the oscillations, respectively.

thickness. This is shown in figure 5, where position (I) shows the plate with-
out any flow in the pipe. (II) and (III) correspond to the maximum negative
and the maximum positive deflection of the oscillations, respectively, which are
caused by the flow. Note, that the image has been rotated so that the reference
case without any flow is the horizontal one.

4.1. Mean velocity profiles

The upstream flow conditions were characterized at the location x/D = −3
from the vortex generator. In figure 6 the mean velocity profile is shown where
the no-slip wall condition has been added with bullet symbols. Note that all the
velocity profiles shown here are not only time averaged, they are also spatially
averaged in the streamwise direction from −0.5D to 0.5D from the given x-
station. Furthermore, unphysical data points, due to near wall factors and
reflections, have been removed in order not to cause confusion. The Reynolds
number in the present experiment, based on the pipe diameter and the centre-
line velocity, is around 3×105. The dashed line, in figure 6, corresponds to the
empirical power law equation,

U

UC
=

�
1

2

�−1/n �1

2
+

y

D

�1/n

, −0.5 ≤ y/D ≤ 0 , (5)

with n = 7. U/Uc in equation 5 is then mirrored along the centre line to get
the profile in the range 0 < y/D ≤ 0.5. The chosen n-value is known to give a
good agreement with experimental data in a smooth pipe, at Reynolds numbers
on the order of 105, apart from the centre line where the two boundary layer
profiles meet and give rise to a rather unphysical discontinuity in the profile
derivative. In addition, due to the presence of microphones and loudspeakers
(used for acoustical measurements in the same setup) as well as duct joints,
there are some surface imperfections, which cause a mismatch across the entire
profile as shown in figure 6. It is possible to observe that the empirical velocity
profile is fuller close to the surface, till y/D = ±0.4, and less fully elsewhere,
when compared with the experimentally measured velocity profile. However,
due to the profile crossing around y/D = ±0.4 the integrated empirical and
experimental mean velocity values agree remarkably well with each other. The
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0 0.2 0.4 0.6 0.8 1−0.5

0

0.5
x/D = −3

U/Umax

y/D

Figure 6. Upstream mean velocity profile at x/D = −3.
Symbols correspond to the measured profile and the dashed
line corresponds to the power law, eq. 5, with n = 7. Bullets
are added data points fulfilling the no-slip condition.

calculated Mach numbers, based on the mean velocity, for both the empirical
and the experimental cases become 0.12.

In figure 7 the effect of the 0.5 and the 3 mm thick vortex generators on
the velocity field is compared for three different downstream stations. The xy

and xz–planes (see figure 2) are shown in the first and in the second column of
subfigures, respectively, in figure 7. The velocity profiles have been normalized
with the maximum velocity of the two planes across the pipe. In the xy–plane
an asymmetric mean velocity distribution is expected due to the accelerated
and retarded flow on the bottom and the top side, respectively. The retardation
is an effect of the direct blockage of the vortex generator and the acceleration
on the bottom is the compensation. The vortex generator can be seen as a wing
with a low pressure on the lee- side and a high pressure on the oncoming flow-
side. This pressure difference induces strong and steady vortices for small to
moderate angles of attack, which become unsteady for higher angles of attack or
for flexible and vibrating wings where vortex shedding become the dominating
flow phenomenon. These vortices complicate the flow description from a mean
velocity point of view. However, the main conclusion drawn from figure 7 is
that there is hardly any difference of the mean velocity distribution between
the two different plates. Furthermore, a comparison between the xy and the
xz–planes at x/D = 9 does hardly show any indication of an upstream located
vortex generator since the velocity distribution seems to be more or less axi-
symmetric. The xz–plane, as expected, shows a symmetric velocity distribution
across the pipe. Maybe less expected is how remarkably well the two different
velocity profiles agree with each other.
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Figure 7. Mean velocity profiles of for the two planes at dif-
ferent positions. (+) and (◦) is the 0.5 mm and 3 mm plate,
respectively. The bullets represents the no-slip condition.
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4.2. Vortex properties

In figure 8 typical instantaneous high pass filtered velocity fields from the xy–
plane and the xz–plane are shown for both the 0.5 and the 3.0 mm vortex
generators. These fields reveal the smaller structures embedded in their cor-
responding mean velocity fields and are shown here in order to emphasize the
fact that no major flow structure changes are detected between the 0.5 and the
3.0 mm plates. This view is strengthened by looking at the statistics of the
vortex parameters, namely, the vortex strength, size and circulation. In this
subsection the small differences will be highlighted and discussed.

2.8 2.9 3.0 3.1−0.2

−0.1

0

0.1
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Figure 8. Typical instantaneous velocity vector plots for
both the xy–plane and the xz-plane. These planes are shown
for both the 0.5 and the 3.0 mm vortex generators in the first
and second rows of the subfigures, respectively.
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Figure 9. The diameter range of the vortices. Dashed and
solid lines represent the 0.5 and the 3.0 mm vortex generator,
respectively. The lowest and highest 5% of the parameter value
for the 0.5 and the 3.0 mm vortex generator are marked by (◦)–
and (•)–symbols, respectively.
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Figure 10. The strength range of the vortices. Dashed and
solid lines represent the 0.5 and the 3.0 mm vortex generator,
respectively. The lowest and highest 5% of the parameter value
for the 0.5 and the 3.0 mm vortex generator are marked by (◦)–
and (•)–symbols, respectively.
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Figure 11. The circulation range of the vortices. Dashed and
solid lines represent the 0.5 and the 3.0 mm vortex generator,
respectively. The lowest and highest 5% of the parameter value
for the 0.5 and the 3.0 mm vortex generator are marked by (◦)–
and (•)–symbols, respectively.
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Figure 9 shows the streamwise evolution of the Probability Density Func-
tions (PDFs) of the vortex strength for the two different vortex generator
thicknesses as well as for the two different measurement planes. Dashed (with
(•)–symbols) and solid (with (◦)–symbols) lines correspond to the 0.5 and the
3.0 mm vortex generator, respectively. The symbols indicate the lowest and
highest 5% of the parameter value. Note, that the PDFs have been normalized
such that the area under the curves equal unity. This means that PDF height
differences are also relevant to be compared. Figure 9 shows that the most
common vortex diameter essentially stays constant around 0.1D, independent
of the the vortex generator thickness, the plane considered, or the downstream
distance. The latter is a confirmation that the finally analyzed area of the
velocity field, after the cut out due to reflections, is large enough since the
PDFs in the xy–plane and the xz–plane are similar to each other. The num-
ber of detected vortices is however reduced in the downstream distance (cf.
table 1), which they should since the vortices lose strength through viscous
dissipation. The range of vortex diameters of significant relevance, i.e. within
the 5% smallest and 5% largest vortices, is in average 0.07 � d/D � 0.14.

In figure 10 the PDFs of the vortex strength is shown in the same way
as in figure 9. For the xy–plane and the most upstream location (x/D = 3)
one may observe a small shift of the PDF, corresponding to the 0.5 mm thick
vortex generator, towards lower vortex strengths when compared with the stiff
vortex generator. However, already at the next downstream location the most
common vortex strength is the same for the two vortex generator thicknesses.
At the most upstream location it is clear that the number of strong vortices is
larger compared to the x/D = 6 and 9 locations. One may conclude that the
fastest decay of vortex intensity take place right after the position of generation,
which is in line with general knowledge about streamwise vortex evolution and
the exponential decay of the vortex strength (see e.g. Lögdberg et al. 2009).

The circulation (γ) is also a measure of the vortex strength, as just discussed
in relation to figure 9, but its sign also gives information about the rotational
direction of the vortex. Positive and negative circulations correspond to counter
clockwise (CCW) and clockwise (CW) rotational directions, respectively. In
figure 11 the PDFs of the vortex circulation, normalized by U∞D, are plotted
in the same way as in figures 9 and 10. Here, one may observe that the most
common vortex strength is independent of the rotational direction, since the
peak locations on the γ/(U∞D) axis does not change. It should be mentioned
that there is an asymmetric distribution of positive and negative vortices, but,
which most likely is attributed to small misalignments when setting up the PIV
image frames to be captured. This can also explain the most downstream loca-
tion (x/D = 9) of the xy–plane, where the deviation is largest when comparing
the flexible and the stiff vortex generators.
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5. Summary and conclusions

In an effort to reduce emissions from internal combustion engines, an additive
can be injected in the exhaust emissions. To enhance the mixing a vortex gen-
erator can be installed, however such a device can also be a source of acoustic
noise. Recent results have shown that flexible vortex generators may reduce the
level of noise compared to stiff ones. In the present paper a direct comparison
of the generated fluid structures between a stiff and a flexible vortex genera-
tor in a pipe is made. The differences are quantified by means of small-scale
flow structure changes and mean velocity profile changes between a stiff and a
flexible vortex generator.

The vortex generator can be seen as a wing with a low pressure on the lee-
side and a high pressure on the oncoming flow-side. This pressure difference
induces strong and steady vortices for small to moderate angles of attack,
which become unsteady for higher angles of attack or for flexible and vibrating
wings where vortex shedding become the dominating flow phenomenon. These
vortices complicate the flow description from a mean velocity point of view.
However, the main conclusion drawn is that there is hardly any difference of
the mean velocity distribution between the two different vortex generators.

The vortex size is set by the dimensions of the vortex generator, i.e. a
physically small vortex generator will generate small vortices and vice versa.
Since the size of the vortex generator is the same between the 0.5 and the
3.0 mm thicknesses the generated vortex diameter range was not expected to
be significantly changed. However, the vortex strength seems to be somewhat
affected by the flexibility of the 0.5 mm vortex generator thickness. This is
revealed in a small shift of the PDF, corresponding to the 0.5 mm thick vortex
generator, towards lower vortex strengths when compared with the stiff vortex
generator.

It is shown that there are no major changes in the mean velocity field nor
the strength, circulation and size of the generated vortices in the pipe. This
result suggests that the mixing process is equally rapid for the flexible vortex
generator as the stiff one, but with the advantage of having reduced the noise
level.
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