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Abstract

We present a new Immersed Boundary Method (IBM) for the interface resolved simulation of spherical droplet evaporation in gas flow. The method is based on the direct numerical simulation of the coupled momentum, energy and species transport in the gas phase, while the exchange of these quantities with the liquid phase is handled through global mass, energy and momentum balances for each droplet. This approach, applicable in the limit of small spherical droplets, allows for accurate and efficient phase coupling without direct solution of the liquid phase fields, thus saving computational cost. We provide validation results, showing that all the relevant physical phenomena and their interactions are correctly captured, both for laminar and turbulent gas flow. Test cases include fixed rate and free evaporation of a static droplet, displacement of a droplet by Stefan flow, and evaporation of a hydrocarbon droplet in homogeneous isotropic turbulence. The latter case is validated against experimental data, showing the feasibility of the method towards the treatment of conditions representative of real life spray fuel applications.
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1. Introduction

Evaporating sprays occur frequently in nature (e.g. falling rain, fog, breathing in living organisms) and are a key feature of many engineering applications, such as aerosols, wet scrubbers, water curtains, spray dryers and most importantly combustion systems. Regarding the latter, the evaporation dynamics of the spray droplets are of crucial importance in most burner designs. For example spray evaporation affects significantly the performance of lean premixed (LPP) burners in gas turbines, in terms of efficiency and pollutant emissions [1].

The evaporation of multiple droplets is a multicomponent multiphase flow with strong interaction of mass, momentum and heat transport. The ability to understand and accurately describe the complex interplay of these phenomena is of prime importance. Traditional methods for the numerical simulation of such flows treat the spray as a collection of material points [2,3], relying on models for the exchange of physical quantities between continuous and dispersed phase. This approach is prevalent even in recent studies [4–7], due to computational efficiency, but the models leave out the more complex coupling of physical phenomena. Furthermore, model parameters are known to have a significant impact on the simulation results. Interface resolved numerical simulations, on the other hand, are ideally able to capture all the relevant phenomena with little to no modelling apart from basic assumptions.

Interface resolved numerical methods for multiphase flow fall into two main categories, depending on the treatment of the moving boundary: interface tracking methods and interface capturing methods. In interface tracking methods, the interface is explicitly described by the computational mesh, either in a Eulerian-Eulerian framework by a moving mesh that conforms to the interface [8,9], or in a Eulerian-Lagrangian framework by a separate lagrangian mesh that tracks the interface on top of the underlying Eulerian mesh [10,11]. These methods provide great accuracy in the description of the interface shape and curvature, but lack robustness in cases of large interface deformation. In interface capturing methods, the interface is represented by a scalar field which is transported in the same way as the physical variables. Examples are the Volume of Fluid method (VOF) [12,13] and the Level Set method [14,15]. While the interface capturing approach allows for treatment of phenomena where the interface undergoes severe deformation and even topological change (e.g. phase breakup and coalescence), details of the interface shape such as curvature need to be artificially reconstructed, making these methods less suitable for problems where such details are important, with possible errors in mass conservation between the fluid phases.

The Lattice Boltzmann method (LBM) has been recently used to simulate multiphase flows with phase change [16,17]. It employs...
mesoscopic kinetic equations for fluid pseudoparticles embedded in a regular lattice, instead of macroscopic transport equations discretized on a computational grid. This framework is particularly convenient for the description of the phase boundary as a diffuse interface [18,19].

All methods discussed above describe the flow fields in all fluid phases, as well as the interface deformation. For flows where the two fluid phases can be characterized as a continuous phase and a dispersed phase, the latter consisting of a large number of individual droplets (i.e. evaporating sprays), the computational cost of the methods described above soon becomes unaffordable, as the interfacial area approximately grows with the cubic root of the droplet number. On the other hand, in many instances the details of the interface deformation and flow inside the dispersed phase are not relevant (e.g. spray droplets with small Weber number). Taking advantage of this, we propose an efficient Immersed Boundary Method (IBM) tailored for the simulation of spherical droplet evaporation, which can be extended to tackle other multiphase flows with phase change. IBMs are a class of Eulerian-Lagrangian interface tracking methods [20,21], whose most attractive feature is the use of a simple Cartesian mesh for the flow discretization. This allows to handle complicated boundary geometries in an efficient and straightforward way, and lends itself naturally to continuous-dispersed multiphase flows. In this field, the method originally proposed by Uhlmann [22] and improved by Breugem [23] has been particularly successful in direct numerical simulation of particle laden flows [24–26], and has been extended by Ardekani et al. [27] to treat heat transfer. In this paper we develop it further to include species mass transfer together with phase change. The focus is on capturing the relevant features of multiphase flows with phase change at an interface resolved level, without direct solution of the fields inside the dispersed phase, and eschewing the description of the interface deformation by a priori assumption of the interface shape. The benefits of this approach are robustness and low computational cost, without loss of accuracy in the description of the phase change dynamics.

After laying out the mathematical formulation of the problem and discussing its assumptions in Section 2, we present the numerical method in Section 3. Section 4 is dedicated to the results of four test cases that provide the verification and validation for the method.

2. Mathematical formulation

We focus on the vaporization of small liquid droplets in a gas flow. The nondimensional parameters that characterize the system are summarized in Table 1. In addition to these, one or more dimensional parameters are introduced by the vapour–liquid equilibrium relation, which also requires the molecular weights of the vapour and inert gas components (\(M_{\text{vap}}\) and \(M_{\text{inert}}\)) and the prescription of the total thermodynamic pressure \(P_{\text{tot}}\).

### 2.1. Assumptions

We first clarify the method assumptions, and discuss their validity and range of applicability.

- **(A1)** All physical and transport properties are constant.
- **(A2)** The flow is incompressible.
- **(A3)** Gravity is neglected.
- **(A4)** Droplets remain spherical.
- **(A5)** The fluid motion inside the droplets is neglected.
- **(A6)** Temperature is uniform on the droplet surface.
- **(A7)** The gas phase is ideal.
- **(A8)** The inert gas is insoluble in the liquid phase.

#### (A9) Thermodynamic equilibrium prevails at the droplet surface.

#### (A10) The surface tension effect on vapour pressure (Kelvin effect) is neglected.

#### (A11) The viscous dissipation term is neglected.

#### (A12) Soret and Dufour effects are neglected.

The incompressibility Assumption A2 effectively decouples the mechanical and thermodynamic pressure, leaving the latter as a degree of freedom of the system. While compressibility effects on the flow itself are generally negligible in the range of conditions where most spray applications operate (i.e. low Mach number), mass transport is driven by thermodynamic partial pressure gradients in the gas, as opposed to momentum transport which in an incompressible framework is associated with gradients of mechanical pressure. Compressibility effects on phase change are especially relevant in case of flash evaporation, which Assumption A2 thus excludes from the scope of our method.

Effects of gravity are out of the scope of the present work (Assumption A3); for applications where they are relevant they can be easily introduced in our current framework as a body force acting on the dispersed phase [31], and as a buoyancy term in the continuous phase via Boussinesq approximation. Buoyancy inside the dispersed liquid phase is neglected. For hydrocarbon fuel spray evaporation the Rayleigh number\(^1\) is of the order of \(Ra \sim 5 \times 10^{12}\), thus buoyancy driven internal circulation is unimportant. The effect can be relevant in multicomponent droplet vaporization at very high temperatures [32].

Assumption A4 relies on the fact that droplets are small enough to resist deformation and breakup by inertia and shear. Deformation is not substantial as long as \(We \ll 1\), while the critical Weber number\(^2\) for breakup is usually reported as \(We = 12\) [33]. After secondary breakup, typical Weber numbers for fuel spray combustion

### Table 1: Characteristic non-dimensional parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Re</td>
<td>(\frac{U_D R}{v})</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>Pr</td>
<td>(\frac{v}{\nu})</td>
<td>Prandtl number</td>
</tr>
<tr>
<td>Sc</td>
<td>(\frac{v}{D})</td>
<td>Schmidt number</td>
</tr>
<tr>
<td>(\phi_{v})</td>
<td>(\frac{\rho_v}{\rho})</td>
<td>Liquid to gas density ratio</td>
</tr>
<tr>
<td>(\phi_{k})</td>
<td>(\frac{k_v}{k})</td>
<td>Liquid to gas specific heat ratio</td>
</tr>
<tr>
<td>(\phi_{c_p})</td>
<td>(\frac{c_{p,v}}{c_{p,g}})</td>
<td>Vapour to gas specific heat ratio</td>
</tr>
<tr>
<td>(\phi_{\lambda})</td>
<td>(\frac{\lambda_v}{\lambda_g} = \frac{c_{p,v} \cdot \rho_v}{c_{p,g} \cdot \rho_g} = \frac{\rho_v}{\rho_g} \frac{\lambda_v}{\lambda_g} = \frac{\gamma_{v}}{\gamma_{g}} \frac{\lambda_v}{\lambda_g})</td>
<td>Vapour to gas heat diffusivity ratio</td>
</tr>
<tr>
<td>(\phi_{\mu})</td>
<td>(\frac{\mu_v}{\mu_g} = \frac{\gamma_{v}}{\gamma_{g}} \frac{\rho_v}{\rho_g} \frac{\lambda_v}{\lambda_g})</td>
<td>Vapour to gas dynamic viscosity ratio</td>
</tr>
<tr>
<td>Ste</td>
<td>(\frac{\rho_v \cdot C_v \cdot T_s}{\lambda_v})</td>
<td>Stefan number</td>
</tr>
</tbody>
</table>

---

1 The Rayleigh number is defined as \(Ra = \frac{gLg^2 \cdot \rho_v}{k_v \cdot \lambda_v} \).

2 The Weber number is defined as \(We = \frac{2 \rho_v \cdot U^2 \cdot r}{\gamma_v} \).
are in the range $0.1 < We < 16$[34]. While seemingly wide, the simultaneous evaporation reduces the Weber number continuously, effectively competing with deformation and breakup. It is then important to evaluate the respective time scales. In typical combustion engine and gas turbine applications the evaporation time scale is of the order of $t_{ev} \approx 1 \times 10^{-3}$ s, while the breakup time scale is in the range $1 \times 10^{-4} \lesssim t_b \lesssim 1 \times 10^{-3}$ s[34]. This indicates that a wide range of scenarios is indeed characteristic for the spray droplets during evaporation and combustion. However, the evaporation dynamics are governed by the available liquid-gas interface; hence evaporation is not significantly altered provided that the shape deformation does not heavily modify the specific surface area of the droplet, as will be demonstrated in Section 4.4.

Assumptions A5 and A6 require that heat transport inside the droplet is fast compared to the rate at which the droplet receives heat from the surrounding gas, i.e. the Biot number is small. This is estimated as $0.1 < Bi < 1.5$ for fuel droplets up to 1 mm of diameter, see the 1D evaporation model in Lupo and Duwig[30].

The ideal gas Assumption A7 has no bearing on the fluid dynamics, as the flow is incompressible, but prescribes unity fugacity coefficients in the vapour-liquid equilibrium. This is acceptable at low gas pressures. For evaporation of droplets in a high pressure environment the assumption might not be valid[35], and fugacity models must be introduced in the vapour-liquid equilibrium.

At the relatively high temperatures we consider in our study, the solubility of nitrogen or air in water or fuel liquids is very low, so A8 is a fair approximation.

The Kelvin effect A10 was found to be negligible for the present study: vapour pressure is only enhanced by around 0.2% for a $d_0 = 1$ m fuel droplet.

Viscous heating is also insignificant in our framework (A11), as the gas environment is already hot: the Brinkman number is of order $Br \sim 10^{-3}$.

Lastly, neglecting thermophoresis (A12) is acceptable as the Soret coefficient is of the order $S_T = \frac{D_n}{r_n} \approx 10^{-5} \div 10^{-3} K^{-1}$[36], and the highest temperature differences we consider are of the order $\Delta T \sim 10^2$ K. The reciprocal phenomenon, that is heat flux due to a composition gradient (Dufour effect), is expected to be comparable, considering that $D_{Dufour} = D_{Soret}$ by Onsager reciprocal relations [36], and that $Le \sim 1$ in most applications.

### 2.2. Gas phase

The equations describing the gas phase (momentum, heat and species transport), in their nondimensional form, read:

$$\nabla \cdot \mathbf{u} = 0$$

$$\frac{\partial \mathbf{u}}{\partial t} = -\mathbf{u} \cdot \nabla \mathbf{u} - \nabla p + \frac{1}{Re} \nabla^2 \mathbf{u}$$

$$\frac{\partial T}{\partial t} = -\mathbf{u} \cdot \nabla T + \frac{1}{Re Pr} \nabla^2 T - \frac{\phi_b \xi_b}{Re Sc} \nabla \cdot \mathbf{Y}$$

$$\frac{\partial Y}{\partial t} = -\mathbf{u} \cdot \nabla Y + C \frac{1}{Sc} \nabla^2 Y.$$  

The Assumption A4 of droplet sphericity means that no surface tension term is added to the RHS of Eq. (1) directly. Instead, the IBM force field, active in the vicinity of the interface, accounts indirectly for the surface tension force that preserves the spherical shape. Numerically, this is advantageous as large surface tension forces, arising in droplets with low capillary numbers, introduce an additional stability constraint to the time integration scheme.

The last term on the RHS of Eq. (2) is the net enthalpy flux resulting from the different heat capacities that the vapour and inert gas carry as they diffuse into each other (see Appendix A for a derivation). It has been shown to be of importance in the prediction of evaporation rates of spherical droplets in a stagnant gas environment [30].

### 2.3. Liquid phase

In our framework we are not interested in solving the flow inside the dispersed phase, but only consider the global mass, momentum and energy exchange between the dispersed and continuous phase. In the limit of small Biot numbers, an infinite conductivity assumption in the liquid phase is justified, so that at each instant a droplet has uniform temperature ($\tilde{T}_l = \tilde{T}_b$). The heat balance for the droplet is then:

$$\rho c_l \frac{d\tilde{T}_b}{dt} = -\frac{3(\tilde{q} + \bar{m} \tilde{a})}{4\pi \tilde{a}^2},$$

where $(\tilde{q} + \bar{m} \tilde{a})$ is the sensible heat entering the droplet (i.e. total minus latent). The simplification may be not valid when the Biot number is of order unity or larger. However, this is usually the case for big droplets, for which the evaporation time scale is slow and the heat conduction in the liquid can be solved analytically (Eq. (B.9) in Appendix B). The liquid temperature profile can then be averaged to give:

$$\bar{T}_l(t) = \bar{T}_m(t) + \frac{6}{\pi \tilde{a}} \left( \bar{T}_m(t) - \bar{T}_b(t) \right) e^{-\bar{a} \bar{t}}.$$  

Substitution into Eq. (4) gives a new equation for the evolution of the surface temperature, which is used to predict more accurately the thermodynamic equilibrium at the surface when the Biot number is of order unity, preserving computational efficiency.

In their nondimensional form, the global balances for each droplet are therefore the mass balance (droplet radius equation):

$$\frac{dr_s}{dt} = -\frac{m}{4\pi \tilde{a}^2 \tilde{\rho}_p};$$

and the energy balance (droplet temperature equation) rewritten as:

$$\frac{dT_s}{dt} = \frac{\bar{G} \phi_s (T_0 - T_s)}{4\pi \tilde{a}^4} \left( \frac{1}{\gamma_s} - \frac{2}{\gamma_s + 1} \right) \sum_{n=1}^{\infty} e^{-\frac{n^2 \pi^2 \bar{a}^2}{\tilde{a}^2}} - \frac{3(\tilde{q} + \bar{m} \tilde{a})}{4\pi \tilde{a}^2}.$$  

In the presence of strong convective currents, the liquid circulation can significantly enhance the heat transfer in the liquid [37]. This effect can be taken into account by increasing the effective liquid heat diffusivity, multiplying the parameter $\phi_s$ by a factor $\chi$, as defined in Eq. (39) of [2].

### 2.4. Phase coupling, boundary conditions and vapour-liquid equilibrium

The coupling between the liquid and gas phase is realized through the boundary conditions on the droplet surface on the
gas side and the prescription of the nondimensional heat and mass transfer rates \( \dot{q} \) and \( \dot{m} \).

The gas-liquid interface of an evaporating droplet is a discontinuity across which mass, momentum and energy are conserved. The quantities on the two sides of the interface are related by the Rankine-Hugoniot conditions [38]. Mass conservation gives:

\[
\mathbf{u} = \mathbf{u}_c - (\phi_p - 1) \frac{\partial r}{\partial t} \mathbf{n}; \quad \text{for } |\mathbf{x} - \mathbf{x}_p| = r_s.
\] (8)

This is the boundary condition on velocity on the gas side, where \( \mathbf{x}_p \) is the interface position, and \( \mathbf{n} \) is the outward pointing unit vector normal to the droplet surface. Calculation of \( \mathbf{n} \) is made trivial by the assumption of droplet sphericity, as it’s determined entirely by the position \( \mathbf{x}_c \) of the droplet centroid:

\[
\mathbf{n} = \frac{\mathbf{x}_p - \mathbf{x}_c}{|\mathbf{x}_p - \mathbf{x}_c|}.
\] (9)

Similarly, since the droplet moves rigidly, and we are not concerned with the fluid motion in the liquid, the liquid phase velocity \( \mathbf{u}_c \) is the velocity of the droplet centroid, which is calculated by lagrangian tracking of each droplet. The Rankine-Hugoniot condition on momentum would involve the balance between surface tension, pressure, viscous stress and phase change momentum, the (nondimensional) Newton-Euler Lagrangian equations:

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla \left( \frac{1}{\rho} \nabla \phi \right) + \mathbf{f} + \frac{1}{ho} \mathbf{b}.
\] (10)

where \( \mathbf{f} \) and \( \mathbf{b} \) are the linear and angular velocity of the droplet centroid. The right hand sides of Eqs. (15) and (16) represent the hydrodynamic force and torque exerted on the droplet by the surrounding fluid. These are fully resolved, so that hydrodynamic-mediated modulations of momentum, heat and mass transfer in the continuous phase are captured directly. The droplet radius \( r_s \) in Eqs. (15) and (16) is not constant as droplets change in size due to phase change.

3. Numerical method

The present Immersed Boundary Method (IBM) is based on the one developed by Breugem [23] for solving particle laden turbulent flows. Its key concept is to solve the continuous phase on a fixed Cartesian staggered uniform (\( \Delta x = \Delta y = \Delta z \)) grid (Eulerian Mesh), while a separate grid is attached to and moves with the surface of the dispersed phase (Lagrangian Mesh) (Fig. 1a).

A flowchart of the algorithm used to advance the solution from time step \( n \) to time step \( n + 1 \) is shown in Figs. 2 and 3. Time integration is performed by a three-step Runge-Kutta scheme (iterations denoted by the index \( q \) in Fig. 2). The Runge-Kutta coefficients are \( \alpha_1 = \frac{1}{6}; \beta_0 = 0; \alpha_2 = \frac{1}{2}; \beta_2 = -\frac{1}{6}; \alpha_3 = \frac{1}{6}; \beta_3 = -\frac{1}{6} \). Spatial discretization on the Eulerian Mesh is performed with a second order central differencing scheme. A pressure correction scheme is used to solve the Navier-Stokes equation, as shown in Eqs. (17a) and (17b) to (17c). The term \( \text{rhs}_n \) in Eq. (17a) represents the right hand side of Eq. (1) excluding the pressure gradient. The terms \( \text{rhs}_n, \text{rhs}_s, \text{rhs}_i, \text{rhs}_r, \text{rhs}_n \) and \( \text{rhs}_m \) in Eqs. (17b), (17c), (17w), (17d), (17x) and (17y) represent the right hand sides of Eqs. (2), (6), (7), (15) and (16) respectively.

The Eulerian Mesh does not conform to the continuous-dispersed interface (the droplet surface), so the boundary conditions on the interface cannot be imposed directly. Instead, they are mimicked by equivalent force fields (\( \text{f}_n, \text{f}_r \) and \( \text{f}_s \) in Eqs.
(17l), (17m), (17n)) added to the right-hand side of each continuous phase transport equation after discretization (this approach is known as discrete forcing immersed boundary [21]). These forces must be active only in the immediate vicinity of the immersed boundary, therefore they are calculated on the points \( X_l \) of the Lagrangian Mesh (as \( F_{lq} F_{zd} \) and \( F_{zd} \) in Eqs. (17l), (17m), (17n)) and then spread to the neighbouring cells of the Eulerian Mesh by means of the regularized Dirac delta function \( \delta_p \) proposed by Roma et al. [41]. The same function \( \delta_p \) is used to interpolate the Eulerian fields onto the Lagrangian interface points. The velocity boundary condition \( u(X_l) \) is evaluated from Eq. (8). The computation of the discrete forces on the boundary is performed iteratively (Eqs. (17l)–(17q), with iterations denoted by the index \( s \)) in order to better enforce the desired boundary condition. The number of iterations is set to \( N_s = 3 \).

We point out that the volume of the lagrangian cell \( \Delta V_l \) is not constant, since the dispersed phase is changing size due to the phase change. For droplet evaporation/condensation:

\[
\Delta V_l = \frac{1}{N_l} \pi \left( (r_s + \Delta r)^3 - (r_s - \Delta r)^3 \right);
\]

where \( r_s \) is the droplet radius and \( N_l \) is the number of lagrangian points on the droplet surface.

The distinctive feature of the evaporation problem lies in the fact that the continuous-dispersed interface acts as a velocity inlet (see Eq. (8)), injecting mass in the continuous phase domain. In the IBM framework the continuous-dispersed interface is an array of points immersed in the continuous phase (Fig. 1b). Therefore the computational domain of the continuous phase is not simply connected, and the velocity inlet from the interface is implemented as a mass source. The source is generated by a positive velocity divergence \( s_0 \) in a suitable portion of the volume enclosed by the interface, which is directly added to the right hand side of the Poisson equation for the pressure correction \( \tilde{p} \) (Eq. (17r)). The amplitude of the mass source must be equal to the evaporation rate (Eq. (10)) divided by the chosen source volume. In order to obtain a smooth velocity field across the interface, the source term is distributed inside the droplet volume as to produce a velocity divergence that goes smoothly to zero for \( r \rightarrow r_s \):

\[
s_{ijk,u} = \begin{cases} 
-3 \frac{\partial \phi}{\partial r} \frac{1 + \cos (\frac{r}{r_s})}{2} & \text{for } r_{ik} \leq r_s; \\
0 & \text{for } r_{ik} > r_s;
\end{cases}
\]

where \( r_{ik} = |x_{ik} - x_l| \).

Calculation of the terms rhs\(_s\) and rhs\(_t\) in Eqs. (17w) and (17d) involves the evaluation of the mass and heat transfer rates \( \dot{m} \) and \( \dot{q} \) by Eqs. (10) and (11). To this end the normal components of the temperature and vapour mass fraction gradient at the interface are needed. We therefore introduce an additional layer of lagrangian help points located on a spherical shell of radius \( \frac{r_s}{2} (r_s + \Delta r) \), as shown in Fig. 1b. Each help point is used together with the corresponding lagrangian point on the interface for a first order approximation of the normal gradient:

\[
\nabla T \cdot n_{x-k} x_l \approx \frac{T_i^l - T_s}{\Delta x}.
\]

\[
\nabla Y \cdot n_{x-k} x_l \approx \frac{Y^l_i - Y_{s}}{\Delta x}.
\]

The values of the temperature \( T_i^l \) and vapour mass fraction \( Y_i^l \) on the lagrangian help point are calculated by interpolation from the neighbouring eulerian cells using the aforementioned \( \delta_p \) function (as is Eqs. (17g) and (17h)).

As done for mass in Eq. (19), source terms of energy and species, originating from the vaporizing mass, are distributed inside the droplet volume, and added to Eqs. (17b) and (17c):

![Fig. 1. Illustration of the Eulerian and Lagrangian Mesh used to solve the continuous and dispersed phase. (a) Distribution of lagrangian grid points over the interface. (b) The Eulerian cells belonging to the continuous phase and the dispersed phase are marked in white and blue respectively. Lagrangian help points used to compute surface gradients are marked in red. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)](image)
Calculation of \( \text{rhs}_{\text{uc}} \) and \( \text{rhs}_{\text{xc}} \) in Eqs. (17x) and (17y) involves the evaluation of the hydrodynamic force and torque exerted by the continuous fluid on the dispersed phase, as explained in detail by Breugem [23].

\[
S_{\text{T}} = S_{\text{T}} \left( 1 - \phi_{\text{disp}} \right) T_{\text{u}}
\]

\[
S_{\text{Y}} = S_{\text{u}}
\]

Calculation of \( \text{rhs}_{\text{uc}} \) and \( \text{rhs}_{\text{xc}} \) in Eqs. (17x) and (17y) involves the evaluation of the hydrodynamic force and torque exerted by the continuous fluid on the dispersed phase, as explained in detail by Breugem [23].

4. Verification and validation

Four test cases were chosen in order to verify and validate the method in a progressive fashion, by successively increasing the physical complexity. In the first case we prescribe the evaporation rate of a static droplet, calculating the Stefan flow around it in order to verify the correct coupling between phase change and gas momentum transport. The evaporation rate is freely driven...
by temperature and composition gradients in the second case, thus verifying the correct coupling between thermodynamics, phase change, and gas heat, species and momentum transport. In the third case, we allow the droplet to be displaced by the Stefan velocity, in order to verify the correct momentum exchange between the two phases. Finally, the fourth case reproduces the evaporation of a hydrocarbon droplet in homogeneous isotropic turbulence, verifying the method under turbulent flow conditions. Comparison with experimental data provides validation for conditions that are representative of real life spray fuel applications. The parameters used are summarized in Table 2. In the first three cases the computational domain is a cube with \( L_x = L_y = L_z = 8 \, r_0 \), discretized with Eulerian Mesh of \((128 \times 128 \times 128)\) cells. In the fourth case the computational domain is a cube of size \( L_x = L_y = L_z = 21.32 \, r_0 \), and Eulerian Mesh of \((384 \times 384 \times 384)\) cells. The initial droplet diameter is resolved by 32 Eulerian cells for cases 1–3, by 36 Eulerian cells for case 4.

4.1. Case 1. Evaporation of a static droplet at a fixed rate

The droplet is fixed at the centre of the domain and vaporizes at a fixed rate, by imposing a constant radius regression speed \( \frac{dr}{dt} = c \); energy and species transport are turned off. In this case \( c = 10^{-4} \). The analytical velocity field in the gas phase is purely radial and decays with the radius squared:

\[
ur(r,t) = \frac{r}{c} \left( 1 - \frac{r}{r_0} \right)^2.
\]

This is verified in Fig. 4. The discrepancy between the profiles calculated near the outer boundary is due to the uniform boundary conditions on the limits of the cubic computational box, which break the spherical symmetry. However, as the evolution of the droplet depends on the heat and mass flux at the interface, the exact outer boundary condition is not important as long as it does not affect the ability to correctly predict the gradients at the interface.

Fig. 3. Detailed flowchart of the immersed boundary scheme of Fig. 2.

\[
U^s_{ii} = \sum_{j=1}^{N_{b}} U^s_{ij} \delta(x) - X^s_{ij} \Delta x \Delta y \Delta z; \quad \text{and Eulerian Mesh of (128 \times 128 \times 128) cells.}
\]

\[
T^s_{ij} = \sum_{j=1}^{N_{b}} T_{ij} \delta(x) - X^s_{ij} \Delta x \Delta y \Delta z; \quad \text{and Eulerian Mesh of (128 \times 128 \times 128) cells.}
\]

\[
Y^s_{ij} = \sum_{j=1}^{N_{b}} Y_{ij} \delta(x) - X^s_{ij} \Delta x \Delta y \Delta z.
\]
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Fig. 4. Non dimensional velocity profiles generated by a droplet evaporating at constant radius regression speed. Profiles along the principal axes of the Cartesian mesh and along the cube diagonal of the computational box are shown.

### Table 2

Parameters for test cases 1, 2, 3 and 4.

<table>
<thead>
<tr>
<th>Case</th>
<th>Re</th>
<th>Pr</th>
<th>Sc</th>
<th>( \phi_p )</th>
<th>( \phi_v )</th>
<th>( \phi_{vap} )</th>
<th>( \phi_{inert} )</th>
<th>( \phi_{s} )</th>
<th>Ste</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>–</td>
<td>815.56</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>0.7899</td>
<td>1.6326</td>
<td>692.2</td>
<td>1.758</td>
<td>0.98</td>
<td>2.82 \times 10^{-3}</td>
<td>1.98</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.387</td>
<td>0.726</td>
<td>10</td>
<td>2</td>
<td>0</td>
<td>3.826 \times 10^{-3}</td>
<td>1.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 (heptane)</td>
<td>0.7516</td>
<td>1.75</td>
<td>515.4</td>
<td>2.03</td>
<td>0.5872</td>
<td>4.8 \times 10^{-3}</td>
<td>1.8529</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 (decane)</td>
<td>0.7248</td>
<td>2.6544</td>
<td>632.38</td>
<td>2.1214</td>
<td>0.566</td>
<td>1.9 \times 10^{-3}</td>
<td>1.8447</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case</th>
<th>( \bar{T}_{w} [K] )</th>
<th>( \bar{T}_{b} [K] )</th>
<th>( M_{w,\text{test}} ) [g/mol]</th>
<th>( M_{w,\text{inert}} ) [g/mol]</th>
<th>( \bar{P}_{\text{cavt}} ) [Pa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>–</td>
<td>–</td>
<td>28</td>
<td>18</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>741</td>
<td>342.85</td>
<td>28</td>
<td>100</td>
<td>101325</td>
</tr>
<tr>
<td>3</td>
<td>1073</td>
<td>353</td>
<td>28</td>
<td>18</td>
<td>101325</td>
</tr>
<tr>
<td>4 (heptane)</td>
<td>298.15</td>
<td>285.56</td>
<td>28</td>
<td>100</td>
<td>101325</td>
</tr>
<tr>
<td>4 (decane)</td>
<td>298.15</td>
<td>297.73</td>
<td>28</td>
<td>142</td>
<td>101325</td>
</tr>
</tbody>
</table>
The analytical expressions for the vapour flowrate at the surface and the droplet mass evolution are:

\[ \dot{m} = -4\pi(r_0 - ct)^2 \frac{1}{\rho_v} \rho_\infty, \quad (25) \]

\[ M(t) = \frac{4}{3} \pi \phi_v(r_0 - ct)^3. \quad (26) \]

These are compared in Fig. 5 with the droplet mass evolution and the vapour flowrate through the surface of an arbitrary envelope surrounding the droplet from the numerical simulation. The data show that the error for the vapour flowrate and the droplet mass is within 0.1%.

4.2 Case 2. Free evaporation of a static droplet

Using the same setup as in the previous case, we allow the evaporation rate of the droplet to be determined by the energy and mass transport. The parameters chosen for the problem correspond to n-heptane evaporating in a nitrogen environment, hence an extended Antoine correlation for n-heptane was used as vapour pressure relation [42].

This problem has an asymptotic solution when the heat and species transport in the gas reach steady state, namely:

\[ u_r(r, t) = -\frac{\ln(1 + B_m)}{ReSc} \left( \frac{1 - \phi_v}{\phi_v} \right) \frac{r_i}{T^2}; \quad (27) \]

\[ Y(r, t) = 1 - (1 - Y_s)g(r); \quad (28) \]

\[ T(r, t) = T_s + (T_\infty - T_s) \frac{F(g(r))}{B_T}; \quad (29) \]

\[ B_m = \frac{Y_s - Y_r}{1 - Y_s}; \quad (30) \]

\[ B_T = F(g(\infty)); \quad (31) \]

\[ g(r) = (1 + B_m)^{1-n/r}; \quad (32) \]

\[ F(g) = \frac{1}{LE} \int_1^8 \xi^{-1}(\xi - 1)^{-1} \exp \left( \frac{\phi_L \Delta y}{LE} (1 - Y_s)(\xi - 1) \right) d\xi. \quad (33) \]

Fig. 6 demonstrates that the numerical method is able to capture the coupling of the three transport mechanisms and correctly predict the asymptotic velocity, temperature and species mass fraction fields. The mass fraction profile shows a slight deviation from the asymptotic profile, which can be explained by the fact that the Lewis number is around Le \( \approx 2 \). This means that the species concentration field needs approximately twice the time to reach its asymptotic value than the temperature field.

4.3 Case 3. Migration of a near-wall droplet by vaporization

Next, we consider the case of a droplet that evaporates in an initially quiescent environment and is positioned near a wall. This configuration is inspired by the case tested by Tanguy et al. [15], who use a Level Set method in a 2D axisymmetric configuration to tackle the problem. The Clausius-Clapeyron relation for water was used as vapour-liquid equilibrium. The vapour ejected by the droplet towards the wall originates an asymmetric pressure gradient that has the effect of a net thrust, pushing the droplet away from the wall (along the y direction in our case). This is illustrated by the snapshots of the velocity field at four subsequent times in Fig. 7.

A grid convergence study with the global mass conservation as the target parameter was also performed. Five Eulerian grids were analysed: \( L_x = (64, 96, 128, 144, 256) \Delta x \), which correspond to \( 16, 24, 32, 36, 64 \) points per initial droplet diameter. We expect the convergence to be first order as a result of the approximation of gradients at the surface (Eq. [21]). This is verified in Fig. 8b. Fig. 8a shows that for a grid of moderate refinement, corresponding to 32 points per initial droplet diameter, the error in mass is around 38% after the droplet has lost half of its mass.

4.4 Case 4. Evaporation of a hydrocarbon droplet in homogeneous isotropic turbulence

Turbulent transport enhances the evaporation rate by two main mechanisms: displacing more efficiently the vapour away from the droplet surface, and decreasing the thickness of the vapour mass fraction boundary layer at the droplet surface, thus increasing the evaporation driving force [2]. Birouk et al. [43] and Birouk and Gökalg [44] carried out an extensive experimental investigation of the evaporation of hydrocarbon droplets in homogeneous isotropic turbulence with zero mean flow. In their setup, the desired turbulent field is obtained in a cubic chamber with eight fans mounted on the cube corners, pointing towards the centre of the chamber. The droplet (1.5 mm initial diameter) is suspended at the centre of the chamber with a quartz fiber (0.2 mm in diameter). Here we validate our numerical method for turbulent evaporation by reproducing some of the experimental results for n-heptane and n-decane.

Birouk and Gökalg [44] report the statistics (root mean square of the velocity fluctuation, integral, Taylor and Kolmogorov scales) of the turbulence in the evaporation chamber, which is modulated by varying the speed of the eight fans. In order to reproduce as close as possible the same conditions, we employ a cubic box with periodic boundary conditions for pressure and velocity, and force the turbulence in Fourier space with the scheme proposed by

\footnote{The error is calculated relative to the Richardson extrapolation based on the three finest grids.}
The quality criteria for the numerical method are established by the ability to reproduce accurately the experimental values for the turbulent statistics (we choose here the turbulent kinetic energy $K$ and the Kolmogorov scale $\eta$) and for the droplet evaporation rate, defined as the rate of change of the droplet square diameter $\frac{d(d^2)}{dt}$. Table 3 shows, for cases 4a, 4b, 4c and 4d, the comparison between the turbulence statistics and the asymptotic evaporation rate from the experiments and the simulation results, reporting the relative error. The turbulent forcing employed is shown to adequately simulate the experimental conditions. The experimental evaporation rate is calculated from the time variation of the equivalent droplet diameter, which in turn is deduced from the projected surface area of the droplet provided by the experimental image acquisition tool [43,44]. It is evident that droplet deformation can introduce considerable uncertainty in the measurement of the evaporation rate. Birouk and Fabbro [46] show in their Fig. 6b that, for a very similar experiment, the shape distortion caused by the interaction of the turbulent velocity field with the droplet supporting fiber can be significant. Despite these limitations, the discrepancy between experiment and simulation for the evaporation rate, as reported in Table 3, is almost always lower than 10%. This provides a solid validation for the numerical method, and also justifies the sphericity Assumption A4 even under conditions where the shape deformation is not negligible, but the specific surface area does not change much, as already stated in Section 2.1. We also note that the error in the evaporation rate is higher for decane than for heptane, due to the lower volatility of decane, which also leads to a much longer evaporation time.

In Fig. 10 we display the evolution of the normalized droplet surface and of the surface evaporation rate for the n-heptane and n-decane, case 4a. We note that, for the same turbulence intensity, the n-heptane evaporation rate fluctuation is much stronger, due to the higher volatility of the substance.

Finally, we report in Table 4 the average Nusselt and Sherwood numbers, calculated directly from the heat and mass transfer rates. The values fall in the typical range encountered in spray combustion applications.

5. Conclusions and outlook

We have presented an Immersed Boundary Method for incompressible flows with a dispersed phase undergoing phase change. We have shown that the method is able to capture the relevant interplay of mass, momentum and energy transport in the continuous phase and their exchange with the dispersed phase, allowing correct predictions of the global evolution of the system. The method is able to do so without direct solution of the fields inside the dispersed phase, and assuming a priori the interface shape, thus neglecting its deformation. Thanks to these features the method is characterized by higher robustness and lower computational cost compared to other methods that rely on the full solution of the multiphase system (e.g. Volume of Fluid, Level Set, Front Tracking). This is particularly attractive for simulations of applications (e.g. vaporizing sprays) with a dispersed phase whose characteristic size is relatively small, so that on the one hand the details of the transport inside the dispersed phase are negligible, and on the other hand a fully resolved calculation of the heat, mass and momentum exchange with the continuous phase and their transport therein is necessary to correctly reproduce the nonlinear physics. An example of such a case is the first direct numerical simulation, performed by the authors, of a turbulent channel flow with more than 14000 evaporating droplets [47], relying on the method described in the present paper. As shown in [47], the modulation of the continuous phase turbulence by the droplets, and the associated droplet migration, strongly affect the evaporation

Eswaran and Pope [45]. We vary the amplitude of the turbulent forcing to match the turbulent statistics for four experimental data sets, which correspond to fan speeds of 2700, 2270, 1800, 1450 rpm, and are referred to in the following as cases 4a, 4b, 4c and 4d respectively. The droplet position is fixed at the centre of the computational box. Dirichlet boundary conditions of constant ambient temperature and zero vapour mass fraction are imposed on the outer boundaries in order to provide a continuous source of heat and sink of vapour. The droplet temperature is initialized at the wet bulb temperature of the evaporating species, in equilibrium with ambient temperature at atmospheric pressure, assuming that the surrounding gas is nitrogen. Fig. 9 illustrates the computational configuration and a snapshot of the vapour mass fraction and velocity fields.
dynamics. As Lagrangian Particle Tracking with modelling of the hydrodynamic forces and phase change related to the dispersed phase is currently the state of art for the numerical simulation of spray evaporation, we believe that the present DNS/IBM method is able to provide relevant physical insight with the aim of improving existing LPT models. Future development of the present method will focus on the treatment of multispecies phase change and complex thermodynamics (non-ideal liquid and gas mixtures). At the same time, there is still considerable room for improvement in developing suitable IBM strategies for cases such as very large liquid-gas density ratios, flows at very high Reynolds number, and extremely fast phase change rates, all instances where the quality of the solution is known to deteriorate.

Improvement of the parallel efficiency is also an open challenge for multiphase IBM solvers [48]. The coupled Lagrangian-Eulerian description of the fluid-fluid interface involves the crossing of multiple subdomains by the moving lagrangian grid. This complicates considerably the communication between tasks, in the presence of phase change that is handled via global phase mass and energy balances, like in our method. Therefore more work is desirable towards better parallel efficiency.
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Appendix A. Derivation of the energy transport equation for a multicomponent fluid

The equations in the following appendices are dimensional: for convenience of exposition we therefore remove the "^" symbol used until now to denote dimensional quantities.

The energy equation in a multicomponent incompressible system, neglecting viscous heating, is (see Bird et al. [49]):

$$\rho \frac{Dh}{Dt} = -\nabla \cdot \mathbf{q};$$

(A.1)
where $\frac{\partial}{\partial t}$ is the material derivative, $h = \frac{\partial}{\partial t}$ is the enthalpy per unit mass of the system, $q$ is the diffusive heat flux.

The specific enthalpy $h$ is an intensive property and therefore depends on the local temperature and composition of the system (pressure dependence is ruled out by the incompressibility assumption). Composition is uniquely determined by a set of $(N - 1)$ independent mass fractions, where $N$ is the number of the system components. Thus:

$$\frac{Dh}{Dt} = \rho \frac{\partial h}{\partial T} \frac{DT}{T} + \rho \sum_{j=1}^{N} \frac{\partial h}{\partial Y_j} \frac{DY_j}{T}.	ag{A.2}$$

Since $H = hM = h\sum_{j=1}^{N} M_j$, the variation of the total enthalpy with the mass of each component is:

$$\left(\frac{\partial H}{\partial M_k}\right)_{M_{\text{mol}}} = h + \sum_{j=1}^{N} \left(\frac{\partial h}{\partial Y_j}\right)_{T, Y_{\text{mol}}} \delta_{kj} - Y_j; \quad \text{for } k \neq N; \tag{A.3a}$$

$$\left(\frac{\partial H}{\partial M_k}\right)_{M_{\text{mol}}} = h + \sum_{j=1}^{N} \left(\frac{\partial h}{\partial Y_j}\right)_{T, Y_{\text{mol}}} (-Y_j); \quad \text{for } k = N. \tag{A.3b}$$

Subtracting Eq. (A.3b) from Eq. (A.3a) we get:

$$\left(\frac{\partial h}{\partial T}\right)_{T, Y_{\text{mol}}} = \frac{\partial h}{\partial M_k} - \frac{\partial h}{\partial M_N}.	ag{A.4}$$

Now the molar partial enthalpy of species $k$ is defined as $\hat{h}_k = \left(\frac{\partial h}{\partial M_k}\right)_{T, Y_{\text{mol}}}$, where $n_k$ is the number of moles of $k$ in the system. Therefore $H = \sum_{j=1}^{N} \hat{h}_j$ and the partial mass enthalpy is:

$$\left(\frac{\partial h}{\partial M_k}\right)_{T, Y_{\text{mol}}} = \frac{\hat{h}_k}{M_k}.	ag{A.5}$$

The variation of the specific mass enthalpy with temperature is obviously the specific mass heat capacity:

$$\left(\frac{\partial h}{\partial T}\right)_{Y_{\text{mol}}} = c_p. \tag{A.6}$$

Substituting Eq. (A.5) into Eq. (A.4) and using the latter, together with Eq. (A.6), in Eq. (A.2), gives:

$$\frac{Dh}{Dt} = \rho c_p \frac{DT}{T} + \rho \sum_{j=1}^{N} \left(\frac{\hat{h}_j}{M_{\text{mol}}} - \frac{\hat{h}_N}{M_{\text{mol}}}\right) \frac{DY_j}{T}.	ag{A.7}$$

Using the transport equation for the mass fraction of $k$:

$$\frac{DY_k}{Dt} = -\nabla \cdot \bar{j}_k; \tag{A.8}$$

where $\bar{j}_k$ is the diffusive flux of species $k$ and the fact that $\sum_{j=1}^{N} Y_j = 1$ so that $\sum_{j=1}^{N} \bar{j}_j = \bar{j}_N$, Eq. (A.7) can be rewritten as:

$$\frac{Dh}{Dt} = \rho c_p \frac{DT}{T} - \rho \sum_{j=1}^{N} \left(\frac{h_j}{M_{\text{mol}}}\right) \nabla \cdot \bar{j}_j. \tag{A.9}$$

In the absence of Dufour effect, the diffusive heat flux is the sum of heat conduction and enthalpy transport due to species diffusion:

$$q = -k \nabla T + \sum_{j=1}^{N} \left(\frac{h_j}{M_{\text{mol}}}\right) \bar{j}_j. \tag{A.10}$$

Using Eqs. (A.9) and (A.10), Eq. (A.1) can be rewritten as:

$$\rho c_p \frac{DT}{Dt} = k \nabla^2 T - \sum_{j=1}^{N} \left(\nabla \frac{h_j}{M_{\text{mol}}}\right) \bar{j}_j. \tag{A.11}$$

By the assumption of ideal gas mixture, there is no excess heat of mixing, and the total enthalpy of the system is the sum of the pure enthalpies of its components:

$$H = \sum_{j=1}^{N} n_j \hat{h}_j = \sum_{j=1}^{N} H_{j, \text{pure}}(T, n_j) = \sum_{j=1}^{N} n_j x_{pj}(T - T_{ref}). \tag{A.12}$$

Finally, we use Eq. (A.12) and Fick’s law for $\bar{j}_k$ in Eq. (A.11), to obtain

$$\rho c_p \frac{DT}{Dt} = k \nabla^2 T + \rho \sum_{j=1}^{N} x_{pj} D_{j, \text{mix}} \nabla T \cdot \nabla Y_j; \tag{A.13}$$

where $D_{j, \text{mix}}$ is the binary diffusivity of component $k$ into the mixture.

Appendix B. Heating/cooling of a sphere

Consider the heating/cooling of a sphere through the surface boundary condition.

With the assumption of constant heat diffusivity $\alpha$, the problem is described by the spherical heat equation with initial and boundary conditions:

$$\frac{1}{r^2} \frac{\partial}{\partial r} (r^2 \frac{\partial \theta}{\partial r}) = 0;$$

$$\frac{\partial \theta}{\partial r}(r=r_0, t) = \theta_i(t);$$

$$\theta(r, t = 0) = \theta_0(r).$$

In order to find an analytical solution, let us assume that the boundary condition changes slowly, so that we can define $\theta(r, t) = T(t) - \theta_i(t)$, and drop the unsteady term $\frac{\partial \theta}{\partial t}$. The resulting homogeneous initial value problem is:

$$\frac{1}{r^2} \frac{d}{dr} \left(r^2 \frac{d\psi}{dr}\right) = -\lambda^2; \tag{B.3}$$

$$\frac{1}{r^2} \frac{d}{dr} \left(r^2 \frac{d\phi}{dr}\right) = -\lambda^2. \tag{B.4}$$

The constant $(-\lambda^2)$ is negative because the temperature must asymptotically relax to the boundary value $T_\infty$. The solution to Eq. (B.3) is:

$$\psi = C_1 e^{-\lambda^2 t}. \tag{B.5}$$

Eq. (B.4) can be rewritten as:

$$\frac{d^2}{dr^2} (r \phi) + \lambda^2 (r \phi) = 0; \tag{B.6}$$

which is a linear second order ODE with constant coefficients and solution:

$$\phi = C_1 \frac{\sin(\lambda r)}{r} + C_2 \frac{\cos(\lambda r)}{r}. \tag{B.7}$$

Since the solution must be finite at $r = 0$, $C_2 = 0$ (the simmetry condition at the centre $\frac{d\phi}{dr}|_{r=0} = 0$ is then identically satisfied).

By applying the boundary condition at the surface we find that (remembering that $\lambda \neq 0$):

$$r_0$$
\[ \lambda = \frac{2n\pi r_s}{r_0}; \quad \text{for } n = 1, 2, \ldots \]  

(B.8)

Therefore the general solution to Problem (B.2) is:

\[ \theta(t) = \sum_{n=1}^{\infty} \frac{A_n}{r} \sin \left( \lambda_n r_0 \right) e^{-\lambda_n^2 t}. \]  

(B.9)

To find the coefficients \( A_n \) we apply the initial condition:

\[ \theta_0(r) = \sum_{n=1}^{\infty} A_n \sin \left( \lambda_n r_0 \right); \]  

(B.10)

i.e. the initial condition is represented by a sine series whose coefficients are:

\[ A_n = \frac{2}{r_0^2} \int_0^{r_0} \theta_0(r) \sin \left( \lambda_n r \right) dr. \]  

(B.11)

If the initial condition is uniform \( \theta_0(r) = \theta_0 \), then:

\[ A_n = -2\theta_0 \left( -1 \right)^n \frac{n \pi}{r_0}. \]  

(B.12)

Appendix C. Supplementary material

Supplementary data associated with this article can be found, in the online version, at https://doi.org/10.1016/j.ijheatmasstransfer.2019.118563.
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