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A B S T R A C T   

Turbulent breakup in emulsification devices is a dynamic process. Small viscous drops undergo a sequence of 
oscillations before entering the monotonic deformation phase leading to breakup. The turbulence-interface in
teractions prior to reaching critical deformation are therefore essential for understanding and modeling breakup. 
This contribution uses numerical experiments to characterize the critically deformed state (defined as a state 
from which breakup will follow deterministically, even if no further external stresses would act on the drop). 
Critical deformation does not coincide with a threshold maximum surface area, as previously suggested. A drop is 
critically deformed when a neck has formed locally with a curvature such that the Laplace pressure exceeds that 
of the smallest of the bulbs connected by the neck. This corresponds to a destabilizing internal flow, further 
thinning the neck. Assuming that the deformation leads to two spherical bulbs linked by a cylindrical neck, the 
critical deformation is achieved when the neck diameter becomes smaller than the radius of the smallest bulb. 
The role of emulsifiers is also discussed.   

1. Introduction 

Emulsion formation is important for many branches of chemical 
engineering processing, including the food and pharmaceutical in
dustries [1–3]. Due to the high energy cost involved, there is a sub
stantial industrial interest in improving design and operation of 
emulsification devices. Moreover, from a product formulation and pro
cess design perspective, there is a large interest in predictively modeling 

the emulsion drop size distributions form design and operating condi
tions [4,5]. 

Whether considering high-pressure homogenizers or rotor-stator 
mixers (the two major alternatives for industrial emulsification), drop 
breakup is mainly due to interactions with the turbulent flow structures 
[6–11]. 

Due to its large industrial relevance, turbulent emulsification has 
therefore been extensively studied, at least since the 1940 s. The 
Kolmogorov-Hinze framework [12–14] predicts that the largest drop 
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diameter surviving prolonged exposure to a turbulent field is given by a 
balance between the stabilizing Laplace pressure and the disrupting 
turbulent stresses, arising from the combination of pressure fluctuations 
from small turbulent structures (turbulent inertial breakup) and viscous 
shear from larger turbulent structures (turbulent viscous breakup). This 
framework has later been extended to include the additional stabiliza
tion arising from drop viscosity [15–17], and the effect of the inter
mittent nature of the turbulent flow [18,19]. The extended 
Kolmogorov-Hinze framework performs well in terms of predicting the 
largest surviving drop diameters across a wide variety of conditions 
[20]. 

During the last decades, substantial advances have also been made in 
terms of theoretically constructing and experimentally measuring tur
bulent fragmentation rates in emulsification devices, allowing for the 
prediction of how the entire drop size distribution evolves during tur
bulent emulsification using a population balance-equation (PBE) 
framework [21–26]. 

Aiming to build a fundamental understanding of how drop interface 
and turbulence interacts during the emulsification process, and to 
improve the prediction based on the previously mentioned modeling 
approaches, there is a great need for detailed experimental in
vestigations of the breakup process. An increasing number of high- 
quality single-drop breakup investigations have been presented during 
the last couple of years. This includes both in vitro experimental high- 
speed breakup visualizations [9,27–33] and in silico numerical experi
ments using model-free direct numerical simulation (DNS) with highly 
resolved interface tracking [34–40]. Comprehensive reviews can be 
found elsewhere [41,42]. 

Much is still unknown or debated when it comes to the details of how 
turbulent structures give rise to critical deformation and breakup in 
emulsification devices; for example, if drops are typically deformed or 
‘primed’ by the laminar flow upstream of the turbulent zone [9,10] or 
enter the turbulent zone in a spherical state [8], if drop breakup is due to 
short-ranged ‘collisions’ between turbulent eddies [43,44] or 
longed-ranged interactions [45]. There is also an ongoing debate 
whether drops are critically deformed by single turbulent eddies [35,46] 
or a larger collection thereof [31,34], and on how drops and critically 

deforming vortex/vortices are oriented with respect to each other dur
ing the critical stage [40,45,46]. 

Nevertheless, it is clear that drop breakup is a dynamic process 
characterized be several separate stages. From an application perspec
tive, the behavior of the drops just large enough to break is of special 
importance (since these set the limit for physical stability of the product 
and energy efficiency of the device). When these relatively small drops 
enter a turbulent flow, they are often seen to first go through a sequence 
of deformation followed by subsequent relaxation back to a nearly 
spherical state [27,34,36]. Provided the interaction time is sufficient, 
this oscillation phase may end and the drop may deform to the degree 
that the first fragment detaches. This is referred to as the state (or time) 
of ‘initial breakup’ [32]. The fragments are, however, often deformed 
and, thus, continue breaking. 

Xing et al. [44] further divided the deformation phase, from relaxed 
state to initial breakup, into two parts: a deformation sub-phase where 
the surrounding turbulence interacts with and deforms the drop until it 
has reached a critically deformed state, and a relaxation sub-phase 
mainly controlled by the internal flow resulting from the deformed state. 

Ashar et al. [6], following the same line of thought, suggested that 
in-depth analysis of the time and position at which the drop has just been 
critically deformed is needed to understand what separate conditions 
leading to drop breakup from those that do not, and hence, that this 
position/time is of large importance for optimizing the geometrical 
design of an industrial machine. 

Formally, we define the state of critical deformation as when the 
drop has been irreversibly deformed to such an extent that it will 
eventually (and deterministically) break even if the turbulent in
teractions were to cease instantly (i.e., even without any further external 
stress acting on the drop). From an experimental perspective, however, 
it is difficult to determine where in a sequence of high-speed visuali
zation frames this condition is met. Qi et al. [31] recently focused their 
attention on the turbulent interactions up to 6 ms prior to the initial 
breakup in an attempt to describe this critical phase. Ashar et al. [6] and 
later Karimi and Andersson [35] suggested that the critically deformed 
state is attained when the drop interface area reaches its maximum value 
(prior to breakup). The drop interface area is directly proportional to the 

Nomenclature 

Abbreviations 
DNS Direct numerical simulation 
MTHINC Multi-dimensional tangent hyperbola interface capturing 

(algorithm) 
PBE Population balance equation. 
VOF Volume-of-fluid 

Symbols (Latin)  
A Interfacial area of drop, m2 

a, b, c Half-axes of ellipsoidal drop, m 
A0 Initial interfacial area of (spherical) drop, m2 

D0 Initial diameter of (spherical) drop, m 
Dneck Diameter of neck at critical state, m 
H Gaussian curvature, m-2 

K Mean curvature, m-1 

Kmin Average of the 10% lowest values of K on the interface, m-2 

L, B Length (breadth) of ellipsoidal drop, m 
p Static pressure, Pa 
p0 Static pressure outside of drop interface, Pa 
p1, p2 Static pressure in the smallest (largest) drop bulb, Pa 
pneck Pressure in the neck, Pa 
psph Laplace pressure of a sphere with diameter D0, Pa 
ptip Static pressure at tip of the ellipsoidal drop, Pa 

pwaist Static pressure at waist of the ellipsoidal drop, Pa 
r Length-to-breadth ratio of ellipsoidal drop, - 
R Radius, m 
R0 Initial radius of (spherical) drop, m 
R1, R2 Radii of smallest (largest) drop bulb at critical state, m 
t Time from injecting drop into turbulence, s 
tB Time of initial breakup, s 
tC Time when reaching the critically deformed state, s 
v Velocity in y-dimension, m s-1 

We Weber number, - 
x, y, z Spatial dimensions, m 

Symbols (Greek) 
γ Interfacial tension, N m-1 

ε Dissipation rate of turbulent kinetic energy, m2 s-3 

θ Polar angle, rad 
κ1, κ2 Principal curvatures, m-1 

ρC Continuous phase density, kg m-3 

τads Characteristic time of emulsifier adsorption, s 
τdef Characteristic time of drop deformation, s 
τspr Characteristic time of emulsifier surface spreading, s 
τη Kolmogorov time-scale, s 
υC Kinematic viscosity of continuous phase, m2 s-1 

φ Azimuthal angle., rad  
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surface energy (assuming a constant interfacial tension), and in frag
mentation rate models [23,26], it is often assumed that breakup occurs 
(deterministically) once the turbulent vortices have transferred an 
amount of energy to the drop corresponding to the increase in interfacial 
energy resulting from a breakup event. This notion was further refined 
by Andersson and Helmi [46] showing that the interfacial energy of a 
deforming drop must exceed the energy of the final state plus a ‘tran
sition state energy barrier’. However, the relationship between the 
evolution of interfacial energy and breakup is complex, as illustrated by 
Komrakova [36], showing that drops can relax from larger interfacial 
areas than those reached just prior to initial breakup. 

Critical states or geometrical conditions, separating drop de
formations leading to relaxation from those leading to detachment/ 
breakup have also been investigated for other multiphase flows. Plan
chette et al. [47] pointed to the importance of taking into account more 
complex viscous and finite-size effects as well as capillary pressure in the 
identification of such a critical state for an asymmetrical liquid filament. 
Thus, it is far from obvious that the critically deformed state actually 
coincides with that of maximum interfacial area for turbulent emulsi
fication, and further investigations are needed. 

To the best of the authors’ knowledge, there is of yet no generally 
accepted methodology for identifying the critically deformed state of a 
drop undergoing turbulent breakup. Moreover, such a criterion is in 
great need for identifying at what point (or range of points), in time and 
space, the drop undergoes the turbulence-interface interaction that 
controls breakup. 

Ideally, one would want to extract drops at different states and 
instantly transfer each of them to a stagnant fluid to find the critically 
deformed state. This is not feasible in an in vitro experimental setting 
but possible to do in an in silico numerical experimental setting. 

This contribution is part of a larger project aiming to increase the 
general understanding of turbulent drop breakup in industrially relevant 
emulsification devices, using a combination of numerical experiments 
and breakup visualizations. In a previous contribution [34], we devel
oped a numerical experiment tool for studying the breakup of drops (in 
conditions similar to a high-pressure homogenizer) using DNS and 
highly resolved interface tracking, and started building a library of drop 
breakup sequences. It was concluded that breakup morphology differs 

greatly with the Weber number. However, no clear conclusions could be 
drawn on which turbulent structure is most influential for breaking the 
drop, partially due to a lack of understanding of when the drop has 
become critically deformed. 

Here, we: (1) suggest a method based on numerical experiments to 
identify when a viscous drop undergoing turbulent breakup has reached 
a critically deformed state, (2) discuss what distinguishes this state from 
a sub-critical state and (3) suggest an objective criterion that can be used 
to identify the critically deformed state (i.e., in an experimental setting). 

The investigations are limited to systems with large continuous to 
disperse phase density and viscosity (i.e., to emulsion drops as opposed 
to foam bubbles). Finally, note that the external stress deforming the 
drop up to the point of critical deformation is not analysed in detail in 
this contribution. 

2. Materials and methods 

2.1. Selection of cases and settings 

A library of numerical drop breakup experiments in a periodic cube 
of isotropic and homogenous turbulence was created as a part of pre
vious study [34]. Fig. 1 displays the morphology of 14 different drops at 
the point of initial breakup (Drop A-D are identical to those presented in 
Ref. [34] whereas the remaining drops have been generated by 
repeating the procedure described therein, see Table 1 for settings). For 
all cases, the Weber number, 

Fig. 1. Drop breakup library, showing the morphology of 14 drops at their state of initial breakup after being subjected to isotropic, homogenous turbulence. (Drops 
A-D are the same as used in the analysis in Ref. [34]). Blue rings indicate cases selected for detailed stability analysis in the present study. 

Table 1 
Parameters of the DNS used to generate the drop breakup library. Note, 
following conventions, the DNS setup is in dimensionless form.  

Domain size (2π)3 

Mesh size 1283 

Dissipation rate of turbulent kinetic energy, ε 3.1 
Kolmogorov length-scale 0.092 
Taylor length-scale 0.64 
Kolmogorov time-scale 0.14 
Taylor Reynolds number 33  
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We =
2⋅ρC⋅ε2/3⋅D5/3

0

γ
= 5, (1)  

where γ is interfacial tension (assumed constant over time and space), D0 
is the initial drop diameter, ρC is the continuous phase density and ε is 
the dissipation rate of turbulent kinetic energy obtained as the average 
across the computational cube and averaged across a 500 τη simulation 
time interval (sampled after the single-phase flow has converged but 
before drop injection). The Kolmogorov time-scale is defined as, 

τη =

̅̅̅̅̅
υC

ε

√

. (2) 

All dimensionless numbers and turbulence characteristics reported 
are based on the one-phase ε. 

The disperse to continuous phase density ratio is set to 0.9 and the 
disperse to continuous phase viscosity ratio is set to 22. The initial drop 
diameter, D0, to Kolmogorov micro-scale is 22 and the Taylor-scale 
Reynolds number is 33. As argued in the previous study [34], these 
conditions correspond to the smaller (limiting) drops entering a 
high-pressure homogenizer (e.g., dairy processing), except that the 
Reynolds number is lower (to reduce computational cost). 

Each of the 14 drops in Fig. 1 is the result of a separate flow reali
zation. To create these, a single-phase forced isotropic and homogenous 
turbulence simulation is first set up in the domain and run until 
convergence. After convergence, 14 snapshots are collected at instants 
separated by no less than 100 τη. Each drop breakup realization is ob
tained by injecting a spherical drop into each of the 14 flow realizations. 
Under these conditions, all drops break before 65 τη. This configuration 
can be compared to that of a drop passing through the high-intensity 
turbulent zone of a high-pressure homogenizer valve, where hold-up is 
approximately 20–100 τη [34]. 

As seen in Fig. 1, most drops display a breakup morphology con
sisting of two bulbs separated by a thin filament for this Weber number. 
Nevertheless, some drops display a different behavior. Drop B shows a 
narrow tail-like structure having been pulled out of the drop at the initial 
breakup and drop L shows a thin thread extending out from a larger 
structure which is itself deformed. For drop K, the larger of the two bulbs 
is highly deformed at the state of initial breakup and for drop F, three 
bulbs with two interconnecting filaments characterize the morphology 
at the initial breakup. 

Eight of these cases where analysed further in the present study: B, D, 
E, F, I, J and L. These cases were selected to include a substantial number 
of the most typical morphology and also more unusual shapes. 

2.2. DNS methodology to identify the critically deformed state 

The drop deformation library contains instantaneous velocity, pres
sure and interface location data (via the volume-of-fluid (VOF) field) 
across the computational domain, from injection to initial breakup, with 
a temporal resolution of ≈ 0.02 τη (the resolution varies due to using an 
adaptive time-stepping solver in the underlying DNS). Instants appear
ing to be close to the critical state are manually selected and analysed 
(see below). For each drop, this procedure is repeated so as to identify 
two time instants, one prior to the critical state (i.e., not breaking when 
transferred to quiescent conditions) and one after reaching the irre
versible critically deformed state (i.e., breaking when transferred to 
quiescent conditions), separated by less than 1.3 τη. 

To determine if a state is critically deformed or not, the DNS data 
(velocity, pressure and VOF) inside of the drop (defined as where VOF >
0.5) is transferred to a domain with quiescent flow (zero velocity and 
pressure). The intention is to, as closely as possible, replicate the 
thought-experiment of a drop being instantly transported from a tur
bulent flow to quiescent conditions. This also implies that a 

discontinuity in velocity and pressure will occur (as if one would be able 
to instantly transfer a drop to a quiescent fluid). However, this discon
tinuity will disappear rapidly as the simulation progresses (similarly to 
what happens after numerically injecting a new drop in any numerical 
breakup experiment). 

The same DNS code that was used to generate the breakup sequence 
library (Fig. 1), is used without turbulent forcing to follow the droplet 
evolution when the turbulence is suddenly quenched. The numerical 
method, based on an in-house DNS with the multi-dimensional tangent 
hyperbola interface capturing method (MTHINC) [39,48], has been 
described and validated elsewhere [39,49,50]. The spatial resolution, 
corresponding to 0.5 Kolmogorov-microscales, ensures that the DNS is 
well-resolved [51]. This mesh corresponds to a resolution of 41 grid 
points across the initial drop diameter and 128 grid points across the 
periodic computational domain. Mesh resolution investigations show 
that differences are small compared to a case run with double resolution 
(i.e., the error in total interfacial area is less than 2%) [34]. The nu
merical mass-loss during the simulation is less than 0.002% for all 
investigated cases. 

Fig. 2 displays an example of such a stability analysis (drop E). The 
upper row shows how the drop at t/τη = 48.1 evolves when transferred 
to a quiescent fluid. As seen in the figure, the drop relaxes and returns to 
a spherical state after approximately 4.5 τη. Thus the drop to the far left 
in the upper row is in a pre-critical state. The second row displays how 
the same drop evolves when transferred from a somewhat later state (t/ 
τη = 49.3). As seen in the sequence, the drop now continues to deform 
despite not being exposed to external stress and breaks up after 3.3 τη. 
Thus, the drop to the far left of the lower row is in a critically deformed 
state. Consequently, for drop E, the critically deformed state is reached 
somewhere in the interval (48.1–49.3] τη. Note that the morphological 
differences between the pre-critical and critical states are small, thus the 
method allows for making relatively fine distinctions between what 
separates critical from pre-critical conditions. Also note that the breakup 
sequence in Fig. 2 should only be used as a tool for identifying a critical 
state. It is not representative of turbulent drop breakup, since the 
continuing presence of turbulence-interface interactions determines the 
actual morphology at the initial breakup (cf. [44]). This can also be seen 
by comparing the state of breakup under quiescent conditions (Fig. 2, 
lower right panel) to the state of drop E when it reaches initial breakup 
in the turbulent flow (see Fig. 1E). 

2.3. Properties of the drop interface 

The total drop interface area at each time is calculated by numeri
cally integrating the VOF gradient, with an adaptive quadrature algo
rithm [52], used as implemented in the ‘integral’-function in MATLAB 
2019a (MathWorks, Natick, MA). The local curvature of the drop surface 
from injection to initial breakup is calculated using a discrete 
explicit-point cloud-based algorithm [53], used as implemented in 
ParaView 5.7.0 [54]. The algorithm allows for the calculation of 
Gaussian curvature, K, and mean curvature, H, for each point on the 
drop surface. These are related to the two principal curvatures (defined 
as the inverse of the two radii of curvature), κ1 and κ2, by 

H = (κ1 + κ2)/2, (3)  

K = κ1⋅κ2. (4) 

The principal curvatures are calculated from [55], 

κ1 = H +
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
H2 − K

√
, (5)  

κ2 = H −
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
H2 − K

√
. (6)  
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2.4. Ellipsoidal deformation – an ideal case 

As a contrasting ideal case, it will prove informative to consider a 
pure ellipsoidal deformation, i.e., a spherical drop deforming in such a 
way so it remains a prolate spheroid throughout the process (semiaxes a 
= B/2, b = B/2, c = L/2), but with an increasing length-to-width ratio 
r = L/B. Denoting the initial (undeformed) drop diameter by D0, volume 
conservation implies that the axes of the ellipsoid can be expressed as a 
function of D0 and the deformation ratio, r: 

B = r− 1/3⋅D0, (7)  

L = r2/3⋅D0. (8) 

For an ellipsoid, the Gaussian and average curvature on the surface 
can be analytically calculated [56] as: 

K =
(abc)2

[
a2b2cos2(θ) + c2sin2(θ)

(
b2cos2(ϕ) + a2sin2(ϕ)

)]2, (9) 

Fig. 2. Identification of critical state. Upper row: Showing how drop E, at the deformation reached after t/τη = 48.1, relaxes to a sphere after being transferred to a 
quiescent fluid. Lower row: showing how the same drop, at the deformation reached at t/τη = 49.3, breaks if placed in a quiescent fluid. 

Fig. 3. Drop morphology at the critically deformed state.  
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where 0 ≤ θ < π and 0 ≤ φ < 2π are the polar and azimuthal angles in a 
spherical coordinate system. The principal curvatures are then calcu
lated using Eqs. (5) and (6). 

3. Results and discussion 

3.1. Morphology at critical deformation 

Fig. 3 displays all eight drops at the critically deformed state (i.e., at 
the first instant for which the drop will break if instantly transferred to 
quiescent conditions). First note that for all investigated cases, the 
critical state is characterized by the formation of a neck. Comparing the 
morphology at the critically deformed state (Fig. 3) to that at initial 
breakup (Fig. 1) reveals that the neck develops into the thin filament 
where the first detachment takes place. However, comparing the 
different drops, large variations in the dimension of the neck at the 
critically deformed state are also evident. For drop I, the neck has 
become critical already at a neck diameter of 0.5 R0 whereas for drop B, 
the critical state is not reached until the neck has been reduced below a 
diameter of 0.17 R0. Thus, the neck diameter is, in itself, not a viable 
criterion for identifying the critical state. 

For a majority of the cases (I, D, E, J and N) the neck extends between 
two more or less clearly defined bulbs. Comparing to the morphology at 
critical breakup shows that these are the cases where initial breakup 
results in two larger fragment and an array of filament satellites. For 
drops B and L, however, the neck appears to form from the pulling out of 
smaller thread-like structures from the drop. For drop F, instead, the 
deformation results in three smaller bulbs (connected by two different 
necks). Also in this case, this difference remains until reaching the state 
of initial breakup. 

The time between when a drop is injected into the turbulence and 
when it reaches the critical state differs between drops (7.0–59 τη). This 
can be attributed to the fact that the deformation is non-monotonic for 
most cases, with drops going through a stochastic number of 
deformation-relaxation cycles (or ‘oscillations’) before starting the 

deformation that will eventually give rise to the critical state [27,34,36]. 
The time between the critical state and the initial breakup (tB - tC) is a 
more interesting characteristic of the breakup process, related to the 
second sub-phase according to the definition in Xing et al. [44]. This 
time-scale also differs between cases. However, it is somewhat corre
lated (Pearson correlation of +0.66) to the neck diameter at the critical 
state (see Fig. 4). For drop B (with the thinnest critical neck), breakup 
occurs already 4 τη after the critical state, whereas for drop I (thickest 
critical neck), breakup requires 11 τη after the critical deformation has 
been reached, reflecting the fact that initial breakup occurs with a more 
uniform neck diameter than the critical state. 

3.2. Interfacial energy and the critically deformed state 

Fig. 5 displays the evolution of the interfacial area (normalized to its 
initial value), A/A0, for the eight drops, from injection into the turbu
lence (t = 0), until the initial breakup (endpoints of the different curves 
in Fig. 5). The critically deformed state (Fig. 4) is marked with a dia
mond marker. The interfacial area at the critically deformed state differs 
between drops (A/A0 =1.30–1.65), with an average of 1.44. The interval 
is narrower than that pertaining the state of initial breakup (A/A0 =

1.32–1.81). 
As mentioned above, the critical state has previously been assumed 

to occur once the drop interfacial area has reached its maximum value 
prior to breakup. The results in Fig. 5 show that this is not typically the 
case. For four drops (B, E F and N), the critically deformed state occurs 
before the last local maxima of A/A0. For two drops (I and J), the crit
ically deformed state is found later than that of maximum surface area 
and for one drop (L), the surface area increases monotonically over time 
from injection to breakup. Only one drop (D) obtains its critically 
deformed state close to where the surface area is maximal (i.e., within 
1.2 τη from it). 

In summary, the critically deformed state cannot be identified as the 
time when the surface area has reached its maximum value. 

Fig. 4. Correlation between neck diameter at the critically deformed state 
(Dneck) and the time between reaching the critical state and initial breakup (tB- 
tC). Markers show results from numerical experiments, line is a 
linear regression. 

Fig. 5. Evolution of normalized drop interface area, A/A0, as a function of 
normalized time, t/τη0, for the eight drops under consideration. Diamond 
markers show the time of the critical deformation whereas the endpoint rep
resents the point of initial breakup. 

H =
abc

[
3
(
a2 + b2

)
+ 2c2 +

(
a2 + b2 − 2c2

)
cos

(
2θ
)
− 2

(
a2 − b2

)
cos

(
2ϕ

)
sin2(θ)

]

8
[
a2b2cos2(θ) + c2sin2(θ)

(
b2cos2(ϕ) + a2sin2(ϕ)

)]3/2 , (10)   
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3.3. Local curvature and the critically deformed state 

Fig. 3 suggested that the formation of a neck is essential for the 
occurrence of the critical state. Geometrically, a neck can be charac
terized by bands of saddle points across its waist and saddle points are 
characterized by a negative Gaussian curvature. Fig. 6 displays the 
Gaussian curvature of the most pronounced saddle points on the drop 
interface as a function of time, comparing the eight drops under inves
tigation (i.e., Kmin is defined as the average of the 10% of the surface 
points with lowest Gaussian curvature). 

Fig. 6 illustrates how the Gaussian curvature does start to decrease 
substantially in the sequence leading up to the critical state. At the 

critical state, Kmin⋅R0
2 ranges from − 6.0 to − 4.0. Thus, it is not possible 

to find a precise Kmin that identifies the critical state. However, Kmin is a 
better indicator for critical deformation than A/A0. Looking at drop B 
(an outlier when attempting to use A/A0 to identify the critically 
deformed state), the neck is substantially more curved at the critical 
state than at the state the drop relaxed from (as opposed to interfacial 
area, see Fig. 5). Moreover, the state that B is able to relax from (Kmin =

− 3.9 at t/τη = 36) is also (slightly) less curved than that giving rise to 
breakup for the other drops. 

In summary, the curvature analysis supports the idea of taking the 
local deformation of the neck into account when characterizing the 
critically deformed state. However, curvature still fails to provide a clear 
criterion for the occurrence of a critical state. 

3.4. Static pressure distribution at the critically deformed state 

The critical state is defined as leading to a continued deformation 
even when removing all external stress. This suggests that the critically 
deformed state has an internal flow that is destabilizing (as opposed to a 
sub-critical state, where the internal flow is stabilizing the drop, leading 
to contraction and relaxation when removing external stresses). In an 
attempt to illustrate the force driving this internal flow, the upper row in  
Fig. 7 displays the static pressure distribution in a plane cutting through 
drop D at three time instances: two instances prior to reaching the 
critically deformed state (a: t/τη = 38.5 and b: t/τη = 40.1), and one just 
after the critically deformed state has been reached (c: t/τη = 41.0). The 
lower row show 3D representations (isosurfaces of VOF = 0.5), colored 
by surface pressure, together with the location of the planes seen in the 
upper row (the pressure is normalized with psph, the Laplace pressure for 
a sphere with diameter D0). Note that the planes cut through the two 
bulbs and the interconnecting neck. Starting with the first instant (a), 
three regions with high local static pressure can be identified inside the 
drop: one in each bulb and one in the neck. The global pressure 
maximum is located in the smaller (lower) bulb, resulting in a net flow of 

Fig. 6. Evolution of minimal normalized Gaussian curvature, Kmin⋅R0
2, as a 

function of normalized time, t/τη, for the eight drops under consideration. 
Diamond markers show the time at critical deformation whereas the endpoint 
represents the point of initial breakup. 

Fig. 7. Static pressure distribution in a plane cutting through the center of drop D (upper row) and surface pressure, p, normalized to the Laplace pressure of a 
sphere, psph (second row) at three instances: a: t/τη = 38.5, b: t/τη = 40.1, and c: t/τη = 41.0, the last of which (c) corresponds to the critically deformed state. 
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liquid in the upward direction (i.e., a positive v in Fig. 7a). This explains 
why the drop is not critically deformed. The internal flow is stabilizing, 
pushing fluid back to the largest bulb. 

As time progresses (Fig. 8b-c), the pressure in the neck increases. Just 
before the critically deformed state (b: t/τη = 40.1), the neck pressure 
has almost reached the value of the lower bulb. At the critically 
deformed state (c: t/τη = 41.0), the pressure inside the neck exceeds that 
of the smaller (lower) bulb for the first time. This explains why the drop 
is critically deformed: since the flow follows the direction of negative 
pressure gradient, the fluid in the lower part of the neck will start 
flowing back to the smaller bulb whereas the fluid in the upper part of 
the neck continues to flow into the upper bulb (see Fig. 8c). This results 
in a depletion of fluid in the neck, until rupture. Thus, the internal flow is 
destabilizing. 

Figs. 3 and 6 suggest that local neck curvature determines whether 
this critical deformation has been reached. We recall that the Young- 

Laplace equation describes the relationship between interfacial curva
ture and internal pressure: the pressure difference across the interface at 
a location with principal curvatures κ1 and κ2 is: 

Δp = γ(κ1 + κ2). (11) 

We use the Young-Laplace equation to explain the observation in 
Figs. 7 and 8. First note that the pressure is inversely proportional to the 
radius R of a spherical droplet, reducing Eq. (11) to 

Δp =
2γ
R
. (12) 

Consequently, the smaller of the two bulbs will display the highest 
static pressure (Fig. 8a-b) and the net flow will be from the smaller to the 
larger bulb (in the pre-critical state) (Fig. 8a-b). When the drop is 
deformed, with external turbulent stresses leading to a thinning of the 
neck, the local curvature increases. As the curvature increases, so does 

Fig. 8. Contours of upward (y-direction) velocity, v, inside the drop, at the same three instances and planes as in Fig. 7. (Drop D).  

Fig. 9. Surface pressure, p, of pre-critical states (a and c) and critically deformed states (b and d), comparing the drop with the largest critical neck diameter (drop I, 
frames a-b) to the drop with the smallest critical neck diameter (drop B, frames c-d). 

A. Håkansson et al.                                                                                                                                                                                                                            



Colloids and Surfaces A: Physicochemical and Engineering Aspects 648 (2022) 129213

9

the static pressure in the neck (Eq. (11)). At the critical state, the neck 
curvature is, for the first time, sufficiently large to exceed that of the 
smallest bulb. Once the drop has been deformed enough to reach such a 
high neck curvature, the internal pressure gradient is reversed and in
ternal flow will deplete the neck. This will further increase the neck 
curvature resulting in a larger pressure gradient, accelerating the 
process. 

To confirm this hypothesis, Fig. 9 displays a similar comparison for 
two other drops (drops I and B), comparing the surface pressure in a pre- 
critical state (left) to the critically deformed state (right). Drops I and B 
differ greatly in the breakup morphology (see Figs. 1 and 3). Drop I 
deforms into two approximately equally sized bulbs separated by a neck 
that is comparably thick at the critical state, whereas drop B has the 
smallest neck dimension at critical conditions of the studied cases (see 
Fig. 4). However, for both cases, the same criterion appears to control 
the transition from a pre-critical to a critical deformation: the drop is 
critically deformed as soon as the neck is sufficiently thin to create a 
higher static pressure in the neck than in the smallest bulb. We never 
observe a situation, fulfilling these conditions, from which the drop is 
able to relax. Moreover, this also explains why the neck diameter needs 
to be substantially smaller for drop B than for drop I before reaching the 
critical state (see the ordinate scale in Fig. 4). The smaller the smallest of 
the two bulbs is, the higher is the Laplace pressure in this bulb, and the 
more deformed the neck needs to be before the neck pressure exceeds 
that of the smallest bulb. (See Section 3.6 for an attempt to extend this 
observation into a geometric criterion, easier to use under experimental 
conditions.). 

3.5. The ideal case of ellipsoidal deformation 

To further illustrate the importance of a curved neck for this critical 
state to emerge, a comparison to the case of ideal ellipsoidal deformation 
will prove informative. Consider a sphere (with initial diameter D0), 
deforming in such a way so it remains a prolate ellipsoid with increasing 
length-to-width ratio, L/B. For this geometry, the curvature can be 
calculated analytically (Section 2.4), and thus, the surface pressure can 
be obtained via Eq. (11). The first insert in Fig. 10 shows the drop at a 
modest deformation (L/B = 1.2), colored by surface pressure. The sur
face pressure is almost uniform with slightly higher values at the tips. 
The pressure difference between tip and waist drives a restoring flow 
stabilizing the drop (opposing deformation). As the deformation in
creases, the curvature increases at the tip whereas that at the waist 
decreases somewhat (compared to that of a sphere with the same vol
ume) as illustrated by the inserts at L/B = 2.0 and 5.0. The tip-to-waist 

pressure difference (ptip-pwaist) increases monotonically with deforma
tion, indicating that the restoring internal flow continues to increase 
with increasing deformation. Consequently, a critical deformation such 
that observed for a droplet exposed to a turbulent flow (Fig. 4) is never 
reached for an ellipsoid. 

3.6. A simplistic criterion for identifying the critically deformed state 

As argued in Section 3.4, a global static pressure maximum in the 
neck is a necessary and sufficient condition for reaching the critically 
deformed state. However, this criterion is difficult to apply in situations 
where the static pressure distribution is not known with great precision 
(e.g., in an in vitro high-speed breakup visualization study). If the 3D 
drop morphology was known with very high accuracy, it would (in 
principle) be possible to calculate the principal curvatures and use them 
to obtain the surface pressure (Eq. (11)). However, even if multiple 
cameras are used to reconstruct the 3D morphology of the drop [30,31], 
the algorithm used to estimate the local curvature would amplify even 
relatively small measurement uncertainties. An alternative is to intro
duce some simplifying assumptions and translate the maximum pressure 
criterion discussed in the previous section to something that is easier to 
quantify in an experimental setting. Such a simplistic model can be 
constructed inspired by the model for deformation time proposed by 
Xing et al. [44]: 

Let us first assume that the drop deforms so that it forms two bulbs 
separated by a cylindrical filament or neck, see Fig. 11. The bulbs are 
approximately spherical (with radii R1 < R2), and the neck has a 
diameter Dneck. The critical state is reached when the static pressure in 
the neck exceeds that in the smallest bulb: pneck > p1, where the Laplace 
pressure in the smallest bulb is given by, 

p1 = p0 +
2γ
R1
. (13) 

For a cylinder, the first principal radius is equal to the cylinder 
radius, while the second principal radius is infinite, resulting in a pres
sure in the neck, 

pneck = p0 +
2γ

Dneck
. (14) 

(Following, Xing et al. [44], Eqs. (13) and (14) assume that the 
pressure outside of the neck, p0, is equal to that outside of the bulb, 
which is approximately true as seen in Fig. 7). Thus, the critical state is 
reached when, 

pneck = p1 => Dneck = R1. (15) 

Fig. 12 displays this relationship for the eight drops investigated in 
this study (solid markers), showing that the data fits the model sur
prisingly well given its simplistic nature: the critically deformed state is 
achieved approximately when the neck diameter equals the radius of the 
smallest bulb. The remaining seven flow initializations from Fig. 1 have 
also been inserted in Fig. 12 to further test the applicability of the pro
posed model. For these additional seven cases, the neck and bulb 

Fig. 10. Normalized static pressure difference between the tip and waist, ptip- 
pwaist, of a prolate ellipsoid, as a function of its length-to-width ratio, L/B 
(assuming constant volume). The inserts show the normalized surface pressure, 
p/psph, for three different levels of deformation. 

Fig. 11. Schematic illustration of the simplistic drop deformation model used 
to identify the critically deformed state. 
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diameters where obtained indirectly by first applying the static pressure 
criterion to identify the critical state (instead of determining the critical 
state independently through stability analysis as for the selected eight 
main cases). As seen in Fig. 12, both groups of flow initializations fit the 
proposed model. 

Note that no assumptions are made about the value of the viscosity 
(or density) ratio and that the value of the interfacial tension does not 
appear in Eq. (15). Thus the criterion is expected to hold across a wide 
range of conditions for turbulent emulsion drop breakup. Also, note that 
the model can easily be extended to cases where the drop is deformed 
into more than two bulbs (e.g., drop F) by simply identifying R1 with the 
radius of curvature of the smallest bulb (as seen in Fig. 12, drop F fits the 
model reasonably well with this extension). It should be noted, however, 
that the condition does not necessarily apply to foam bubble breakup 
where the internal flow is expected to be of substantially less importance 
due to the exceedingly low density and viscosity ratios. 

3.7. Effects of emulsifier dynamics 

One important limitation in the numerical deformation/stability 
analysis in general (and in the simplistic critical deformation criterion 
model in Section 3.6 in particular) is the assumption of a constant 
interfacial tension, both over time and along the interface. This 
assumption is typically made in numerical drop-breakup investigations 
[35–40] with notable exceptions [57]. However, it should be kept in 
mind that this need not apply under the experimental conditions of a 
single-drop high-speed breakup visualization study [9,27–33,58] or 
under industrially relevant turbulent emulsification e.g., in food, 
pharma and personal care emulsion processing. The magnitude of the 
local decrease of the interfacial tension is determined by the quantity of 
hydrophobic patches in contact with the interface, which, for a 
low-molecular weight emulsifier with high solubility in the aqueous 
phase, corresponds to the interface load of the molecules, Γ, (i.e., by the 
local interface concentration of the emulsifier). Domains with higher 

Fig. 12. Neck diameter at critical deformation, Dneck, versus the radius of the 
smallest bulb at critical deformation, R1. Solid markers show data from the 
eight investigated drops (Fig. 3), whereas the dashed line shows the proposed 
model (see Eq. (15)). Open markers show data from the remaining seven drops 
from Fig. 1, where the critical state has been determined indirectly from the 
static pressure criterion. 

Fig. 13. Schematic representation of how the emulsifier dynamics is expected to influence the critical deformation criterion for four different ‘regimes’: (a) idealized 
conditions (γ constant), (b) fast deformation, (c) fast interface spreading of emulsifier and (d) fast adsorption of the emulsifier. The drop is depicted in red, whereas 
the emulsifier is schematically illustrated by yellow disks. 
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interface concentration of emulsifier have lower interfacial tension. The 
interface dynamics of the emulsifier has been described as a combina
tion of deformation, adsorption and interface spreading [59,60]. Each 
process can be described by a characteristic time-scale: τdef for defor
mation, τads for adsorption and τspr for interface spreading. This theo
retical framework can be used to gain some first insight into how the 
simplistic criterion in Section 3.6 needs to be further extended to ac
count for less idealized systems (Fig. 13): 

Drop deformation will compress the interface of the bulbs and stretch 
the interface at the neck (see Fig. 13a). If this deformation is fast enough, 
so that no significant amount of emulsifier is adsorbed from the 
continuous phase (τdef < τads), and fast enough so that the emulsifier 
does not have time to spread at the interface (τdef < τspr), we will find an 
interface concentration gradient, inducing an interfacial tension 
gradient along the interface. This results in higher γ in the neck than on 
the bulbs (see Fig. 13b). If we let γ* denote the average (steady-state) 
interfacial tension, then the neck pressure will be higher than in the 
ideal case (i.e., higher than in Fig. 13a), and the bulb pressure will be 
lower (due to γ differing between points at the surface). Consequently, 
under the assumption of fast deformation, the drop will reach a critically 
deformed state (i.e., it will reach pneck < p1) before Dneck has been 
deformed below R1. In other words, it is easier to critically deform a drop 
(than indicated by Eq. (15)) if deformation is much faster than adsorp
tion and interface spreading of the emulsifier. 

The gradient in interface concentration created by the deformation 
will, however, induce an interface flux leading to a smoothening of 
emulsifier concentration along the interface. It has been argued that this 
process is dominated by longitudinal waves giving rise to interface 
spreading [60,61]. If we assume now that this process is fast in relation 
to both the deformation and to the adsorption of new emulsifier to the 
interface (τspr < τdef and τspr < τads), see Fig. 13c, there will be no 
effective gradients in interfacial load and interfacial tension. However, 
the interface flux of emulsifier, flowing from the compressed bulbs (high 
interfacial load) to the stretched neck (low interfacial load), will give 
rise to a Marangoni flow, pulling with it the fluid inside of the drop. This 
flow is restoring, adding to the Laplace pressure-induced flow that acts 
to contract the drop under sub-critical conditions. Thus, under condi
tions where the emulsifier spreading is the fastest process, the neck will 
need to be more heavily deformed (than indicated by Eq. (15)) in order 
to reach a critically deformed state. 

Lastly, we consider a case where the adsorption is substantially faster 
than both deformation and interface spreading (τads < τdef and τads < 
τspr), Fig. 13d. If new emulsifier is continuously adsorbing to (and 
desorbing from) the interface, then the interfacial tension will effec
tively be constant over the interface and over time (assuming that the 
molecular exchange between the adsorbed and desorbed state is rapid). 
Thus, under conditions of fast adsorption, the interface will behave as 
specified in the idealized model (uniform interfacial tension), and the 
critical state is expected to occur when Dneck = R1. 

From Fig. 13 and the discussion above, we see that the extent to 
which Eq. (15) is directly applicable for identifying a critically deformed 
state under non-ideal conditions, depends on the relation between time 
scales. Attempts have been made to approximate these time scales for 
different emulsification devices and emulsifier systems [60–65]. How
ever, there is still no general agreement on the relationship between 
these time-scales. A further complication is the difficulty in knowing 
which interfacial tension should be used in the expressions proposed to 
estimate these time scales. As comprehensively discussed by Shroën 
et al. [64] the interfacial tension relevant during deformation/breakup 
is the dynamic one, acting over milliseconds or microseconds, whereas 
most measurement techniques provide the steady-state value or only 
describe the dynamics which are several orders of magnitude slower. 

In summary, the static pressure criterion (pneck ≥ p1) is a general 

property of the critically deformed state. However, the geometric cri
terion (Dneck ≤ R1) is only expected to apply in its exact form in situations 
where emulsifier adsorption is substantially faster than deformation and 
interface spreading. 

4. Conclusions 

Numerical breakup experiments have been used to characterize 
when a viscous drop undergoing turbulent breakup has reached a crit
ically deformed state, i.e., a state after which it will eventually and 
deterministically break. 

The critically deformed state is characterized by the formation of a 
neck separating two (or occasionally more) bulbs. The neck has a highly 
negative Gaussian curvature in a collection of points, indicative of 
saddle points. The total interfacial area is a poor indicator of when the 
critically deformed state has been reached. 

The critically deformed state occurs when the neck has been suffi
ciently deformed to have a curvature that exceeds that of the smallest 
bulb. This implies that the static pressure is higher in the neck than in 
both bulbs and, consequently, the flow inside the droplet is from the 
neck into both bulbs, further thinning the neck until rupture. This 
destabilizing flow can be compared to the situation in pre-critical states, 
where the global maximum of the static pressure is found in the smallest 
bulb, which gives rise to a stabilizing internal flow, pushing fluid back 
into the larger bulb. 

A simplistic model (assuming the drop deforms into two bulbs 
separated by a cylindrical neck) is suggested to translate this breakup 
criterion based on static pressure into a criterion that can be applied in 
an experimental setting directly examining the droplet geometry. The 
model indicates that critical deformation is reached when the neck 
diameter is smaller than the radius of the smallest bulb. This simplistic 
model fits the numerical data fairly well, indicating that the proposed 
criterion can be a useful method for finding the critical point in time or 
space where the drop critical deformation occurs. We finally argue that 
this geometrical criterion is valid when interfacial tension is assumed 
constant or adsorption of new emulsifier to the deforming interface is 
sufficiently fast, while it could be improved to account for a non-uniform 
emulsifier concentration in the case of fast deformation and fast 
spreading of emulsifier at the interface. In the first case, we expect a 
more stringent criterion for critical deformation, while fast spreading 
may decrease the time necessary for reaching a critically deformed state. 
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