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A Direct Numerical Simulation
Investigation of the One-Phase
Flow in a Simplified
Emulsification Device
More detailed investigation of the flow inside emulsification devices, e.g., High-pressure
homogenizers (HPHs) helps the industry to broaden the fundamental understanding of
the working principle of these machines which in turn will pave the road to increase the
breakup efficiency of emulsification processes. Direct numerical simulation (DNS) is not
deemed as a practical method in industry due to the high computational cost and time.
This study is the first DNS carried out on a model of an emulsification device model. The
goal of this study is to set a benchmark for future CFD investigations using industrially
favorable tools (RANS, LES, etc.). A scale-up model HPH is designed and the results
show a successful modeling of the flow field mimicking the flow behavior inside a typical
HPH. [DOI: 10.1115/1.4053896]

1 Introduction

High-pressure homogenizers (HPHs) are widely used unit oper-
ations in food-, pharma-, bioprocess-, and general chemical proc-
essing. Although also used for general dispersion and cell
breakup, the most common application is breaking up oil droplets
in oil-in-water emulsions (e.g., in fat globule breakup for dairy
processing). Despite having been used industrially for well over
100 years, the fundamental mechanism of drop breakup in HPHs
is still not completely understood and the thermodynamic effi-
ciency of the process is exceedingly low. Obtaining a deeper fun-
damental understanding of the turbulent flow field is therefore an
important step toward improved design.

In principle, an HPH consists of a high-power piston pump
forcing the fluid through a narrow valve at high velocities (up to
100–200 m/s). The HPH valve consists of an inlet chamber (con-
verging at the end), a narrow gap (h � 50� 150lm), and an
expanding outlet chamber. Figure 1(a) shows a schematic (not-to-
scale) view of an industrial HPH valve. The general outline of the
HPH valve flow has been studied experimentally using particle
image velocimetry (PIV) in previous studies [1,2]. As the fluid
exits the gap, it creates a turbulent jet that attaches to the wall
some gap heights downstream. A large recirculation vortex is cre-
ated above the jet, in the chamber outlet (see Fig. 1(a)). This
presses down on the jet, decreasing its spreading rate. Experimen-
tal single drop breakup visualization studies [3–5] have shown

disperse phase breakup at approximately 10–20 gap heights down-
stream of the exit, inside the turbulent jet.

The precise mechanism of turbulent drop breakup in the HPH
jet is still disputed, which makes predictions more difficult. Some
studies discussing turbulent HPH breakup assume that it is con-
trolled by the dissipation rate of turbulent kinetic energy (TKE)
[6–8] or the amount of turbulent energy in a specific range of
eddy lengthscales. Mutsch et al. [9] argues that a combination of
laminar deformation inside the HPH valve gap and turbulence in
the outlet chamber leads to the breakup of the droplets. There is
disagreement even at the general level on what turbulent property
of the flow contributes to the breakup phenomenon. Solsvik et al.
[10] carried out a literature review concluding that six breakage
criteria have been proposed in the literature based on turbulent
properties of the flow showing a lack of consensus. Thus, to obtain
an agreement on the dominant mechanism of breakup, a funda-
mental understanding of the breakup process is needed which in
turn requires a detailed understanding of both the characteristic
HPH jet itself and the turbulent characteristics in the breakup
region. Some advances have been made toward such an under-
standing using 2D-PIV [1,2,5] and RANS-CFD [8,11–13]. How-
ever, these techniques have some clear limitations. An
experimental approach such as PIV cannot get close to the resolu-
tion required to capture the smallest temporal and spatial scales.
Also, the nature of RANS CFD models leads them to provide less
accuracy both due to the modeling of turbulent features as well as
grid resolution. Detailed results for the dissipation rate of TKE
will be quite useful for the studies on the breakup of droplets as
others have suggested [6–8]. Turbulence as a 3D phenomenon
could not be entirely captured by a 2D-PIV approach. This
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includes the computation of the dissipation rate field which
requires 3D information of the velocity field.

A direct numerical simulation (DNS), on the other hand, covers
all possible spatial and temporal turbulent scales, i.e., no turbu-
lence modeling is applied to the problem. This would provide
superior, comprehensive, unprecedented accurate information on
the flow field in an industrial machine such as homogenizer
valves. The resolution of the flow field information goes down to
the dissipative Kolmogorov scales, which is difficult to achieve by
experimental methods such as PIV. DNS, however, is often lim-
ited to moderate operational speed and often relies on simplifying
boundary conditions, e.g., periodicity in some spatial direction.

A large number of detailed investigations of turbulent wall jets
can be found in the fluid dynamics literature starting with [14]
who carried out experimental investigations to describe the gen-
eral behavior of a wall-jet including mean velocity profiles and
spreading rate. Since then, various experimental studies investi-
gated wall-jet flows, mainly varying Reynolds numbers and
expanding the investigations to higher flow statistics [15–23].
Launder et al. [24] present an extensive review on the studies on
wall-jet flows carried out before the 1980s. More recently, high-
fidelity numerical simulations, e.g., LES and DNS, have been
used to investigate wall-jets. Dejoan and Leschziner [25] per-
formed one of the first LES studies on plane wall jet comparing
the results with previous experimental studies. This study was fol-
lowed by several others [26–28]. Relatively fewer DNS studies
have been carried out on wall-jet flows [29–31].

Nonetheless, the HPH jet of interest for turbulent drop break
deviates from the jets investigated in these previous investiga-
tions: (i) the flow above the jet is heavily confined (see Fig. 1(a))
resulting in the characteristic vortex pressing down and influenc-
ing the HPH-jet spreading, (ii) the main interest in an applied set-
ting is the region where drop breakup has been seen to occur
rather than the self-similar region of the jet and these two may or
may not coincide; and (iii) the Reynolds numbers in HPH cover a
wider interval than the available DNS data. The long-term objec-
tive of this project is to improve the fundamental understanding of
drop breakup in HPHs with the approach of combining DNS and
experimental single drop breakup visualizations in a geometry
similar to the effective region of drop breakup in an HPH valve.
As a first step, this contribution aims to describe the single-phase
turbulent flow of the HPH jet obtained by a DNS with special
attention to the region where breakup has been seen to occur in
previous investigations.

2 Model Geometry and Flow Case

The objective of this study is to perform a DNS describing the
turbulent flow in conditions as close as possible to those in an
industrially relevant HPH valve. The long-term objective is to
extend the DNS investigations to two-phase simulations and com-
pare the findings to experimental drop breakup visualizations and
measurements. Thus a scaled-up model must be designed that
both allows for a domain that is simple enough for implementing
a computationally efficient DNS (i.e., as cuboidal as possible) and
that have velocities and length-scales that allows for experimental
investigations using high-speed cameras (the gap velocity in an
industrial HPH valve can be above 150 m/s [32]). To achieve this,
a number of practical limitations should be taken into account:

(1) The droplets and gap height h should be sufficiently large
to make the visualization and photography possible in
future experimental work.

(2) The gap bulk velocity, Uj, should be such that we can cap-
ture the breakup process through high-speed photography.

(3) Reduce the Reynolds number to make the DNS practical.
(4) The geometry should be as simple as possible to simplify

the DNS and avoid further numerical complications.

As seen in Fig. 1(a), the HPH valve jet exits into a confined
space and has attached to the wall before reaching the point where
the drop breakup is expected. Thus, a confined wall jet provides a
relevant representation of the actual flow, see Fig. 1(b). The dis-
tance between the attachment wall and the upper wall in the HPH
valve is approximately 40 h, whereas a smaller value is used in
this study (Ly ¼ 10h) to reduce computational costs. The span-
wise domain size is set to Lz ¼ 2h. To mimic the confinement
above the wall-attached jet, which creates a recirculation vortex
interacting with the jet in an industrial HPH chamber [1] (see
Fig. 1(a)), half of the outlet is a solid wall facing the inlet (see
Fig. 1(b)). Therefore, the walls above the jet (Fig. 1(b)) closely
mimic the outlet chamber confined by the impact ring and the seat
in Fig. 1(a). A similar recirculation vortex designated with a circu-
lar red vector in Fig. 1(a) is generated inside the DNS domain (as it
will be illustrated and discussed in Fig. 6). The black box inside the
outlet chamber in Fig. 1(a) represents the schematic shape of the
DNS domain (Fig. 1(b)) to better illustrate the relevance of the sim-
plified HPH outlet chamber of the current study to a real outlet
chamber of an industrial HPH. Furthermore, the dashed black box
is a rough representation of the expected breakup region.

In designing a scaled-up model, one should ensure that the
model properly represents the actual physical phenomenon. In
order to do so, geometrical, kinematic, and dynamic similarities
should exist between the model and the actual setup.

As Innings et al. [4] concludes, having a full dynamic similarity
between the model and an industrial HPH valve is hardly achieva-
ble due to conflicting constraints. However, industrial HPHs are
available in widely different sizes (operating at between 8500L=h

Fig. 1 (a) Schematic (not-to-scale) view of a generic industrial
HPH valve with a typical instantaneous flow field inside the out-
let chamber from [1]; As a rough illustration of the relevance of
the simplified domain in the current study, the black box inside
the outlet chamber represents the schematic shape of the DNS
domain and the smaller dashed box shows the approximate
position of the breakup region of interest, (b) Schematic view of
the simplified outlet chamber as the computational domain for
our DNS study (Points 1–5 are the positions where the conver-
gence of the results is checked in Sec. 3.5)
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and 120L=h [1,32]. The difference in the relevant dimensionless
numbers are therefore rather large (see Table 1), whereas emulsifi-
cation experiments reveal that the underlying dynamics and process
efficiency are similar [32,33]. Thus, a good scaling can be obtained
by making sure that all relevant dimensionless numbers are within
the range of these different HPH valve scales (cf. [4]).

The gap-based bulk Reynolds number, the gap height to the
Kolmogorov length-scale, and the gap boundary layer thickness to
gap height have previously been identified as important factors for
achieving the correct one-phase flow scaling. When aiming to
study breakup in the future, the Weber number (indicative of
breakup in the turbulence inertial regime), Capillary number
(indicative of breakup in the turbulent viscous regime), and the
ratio between the initial drop size, gap height, integral length
scale, and Kolmogorov length-scale should also scale accordingly.
This was ensured by choosing the settings in Table 1.

3 Direct Numerical Simulation Methodology

3.1 Direct Numerical Simulation Code. An in-house DNS
code is used in this study which has been validated in various
studies [34–36]. A uniform Cartesian grid is used with the flow
variables stored in staggered arrangements, where the vector fields
are stored at the cell faces and scalar fields at cell centers. Spatial
derivatives are computed using a second-order central differences
scheme. We employ an Adams-Bashforth scheme for time discre-
tization, ensuring 2nd order of accuracy. To impose the incom-
pressibility condition and obtain a solenoidal velocity field, we
solve at each time-step a constant coefficient Poisson equation.
Such equation is solved using the direct FFT solver from [37],
hence forcing a 2D domain-decomposition. More details on the
numerical methods used can be found in Ref. [35].

The outlet chamber of the scale-up model (shown in Fig. 1(b)) is
chosen as the domain for the DNS study. The dimensions of the
domain are Lx=h ¼ 40; Ly=h ¼ 10; Lz=h ¼ 2, where h is the gap
height. The mesh is uniform in all directions with a resolution of 60
mesh points per h leading to a total grid of 2400� 600� 120, i.e.,
a total of 172; 800; 000 grid points. The CFL (Courant-Friedrichs-
Lewy) number was set to be equal to 0.3 for the worst case result-
ing in a time-step of about 180 ns in the data collection phase.

The simulation was run on 800 CPUs on the supercomputers
Beskow at PDC Center for High Performance Computing and Tet-
ralith at National Supercomputer Center (NSC), for a total of
about 330 h (including the time for the startup phase of the flow
and the data collection), resulting in a total of 264,000 core-hours.

3.2 Boundary Conditions. A periodic boundary condition is
applied in the spanwise direction, a convective outflow boundary

condition [38] at the outlet, and a no-slip (stationary wall) condi-
tion for all walls.

Modeling the inlet boundary condition to resemble the industri-
ally relevant flow presents some special challenges. PIV measure-
ments on HPH valve-geometries have shown the fluid exiting the
narrow gap (i.e., entering the outlet chamber) having a skewed,
not fully developed turbulent profile with high turbulent kinetic
energy confined to the shear layers [2], see Fig. 2. These condi-
tions at the inlet will influence the flow, at least for some gap
heights inside the domain [2], and thus, great care is taken to
impose a boundary condition on the DNS model that captures the
conditions of the HPH. Several different inlet boundary conditions
were reviewed and compared in preliminary investigations, aim-
ing to reproduce both the trend in velocity and TKE profiles from
the experiments. The best compromise was achieved by modeling
the inlet with a combination of the experimentally obtained PIV
data and anisotropic synthesized turbulent fluctuations [39–41].
What follows are taken into account in implementing the method:

(1) The mean streamwise velocity profile used is the one
obtained from the PIV experiments [2], while the spanwise
and wall-normal velocity components are set to zero.

(2) Synthetic fluctuations are generated at each simulation
time-step using the anisotropic fluctuations method. Details
of the method can be found in the original papers [39–41].
The three model parameters are set by combining the rec-
ommendations by Davidson [42] with preliminary results
on a low-resolution channel:
(a) Entrance integral length scale (Lt), was set to 0:04h,

corresponding to 13% of the inlet boundary layer thick-
ness (it is generally recommended to be at approxi-
mately 11% of the inlet boundary layer thickness).

(b) Baseline amplitude of fluctuations (up). Following the
recommendations [42], these should be 1:5� 2:25
times the shear velocity. The shear velocity is esti-
mated to be 0:86 m=s at Re¼ 2057 using a preliminary
DNS of a channel. Combined with a factor of 2.2, this
resulted in up ¼ 1:892 m=s.

(c) Time filtering and turbulent time scale (s). The fluctua-
tions u0iuncorr

are generated at each time-step as described

by Davidson and Billson [39], where index i designates
the velocity component direction and index “uncorr”
indicates that the generated fluctuations are not corre-
lated in time. A time filtering was used to create a
time-correlation for the generated fluctuations where

ðu0iÞ
m ¼ aðu0iÞ

m�1 þ bðu0iuncorr
Þm with a ¼ expð�Dt=sÞ;

Table 1 Most important dimensionless numbers compared for
the three cases of production-scale, pilot-scale, and scale-up
HPH model

Production- and pilot-scale
HPH working span

Scale-up
model

Properties and dimensions

Gap height ðhÞ ðlmÞ 15–150 750
Initial drop size ðdÞ ðlmÞ 5 250
Gap bulk velocity ðUjÞ ðm=sÞ 150 16

Dimensionless numbers

Reynolds number (Re) 1700–26000 2100
h=g 90–690 100
d/L 0.01–0.11 0.11
d=g 23–30 34
d99=h 0.08–0.98 0.29
d/h 0.03–0.33 0.33

Fig. 2 (a) Mean TKE profiles and (b) mean streamwise velocity
profiles, at the inlet for the PIV experiments of [2] and current
DNS study
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b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2
p

, m is the time-step index, u0i is the fluctua-
tion generated at the specified time-step. The turbu-
lence time scale s scales with Lt=Uj to obtain values of

a ¼ 0:995 and b ¼ 0:104. Finally, ðu0iÞ
m

is the velocity
fluctuation generated at time-step m, correlated with
velocity fluctuations in time.

(3) Before adding the synthetic fluctuations to the PIV-
obtained averages, they were scaled in order to obtain a

TKE profile similar to the PIV results, u0iscaled
¼ u0i �

ffiffiffiffiffi
2
3

k
q

where k is the local turbulent kinetic energy from the PIV
measurements.

However, PIV results of the TKE profile at the inlet boundary
were only available for a substantially higher Reynolds number,
hence the experimental profile first needed to be scaled. An appro-
priate scaling can be obtained from the relationship between bulk
and shear velocities through the skin friction coefficient,

Cf ¼ swall
1
2
qU2

j

¼ u2
s

1
2
U2

j

.

From the values of the shear velocities, the results of Refs. [43]
and [44] are used to relate us to peak RMS velocities. This
resulted in a scaling factor for translating the TKE profiles from
the PIV to the DNS inlet

kRe¼2057

kRe¼27000

¼ 0:0573

0:835

� �2

¼ 0:0047

Figure 2 compares the averaged TKE profiles at the inlet of the
domain as obtained by the described boundary condition method,
to the PIV-data from Ref. [2]. As seen in the figure, the TKE pro-
file shows similar boundary layer peaks as the experimental data
but at somewhat higher levels. The higher peak values are partly
due to the fact that the spanwise contribution to the TKE was not
considered in the 2D PIV study of Ref. [2]. Figure 2(b) shows the
streamwise velocity profile from the PIV study which is used as
the inlet velocity profile for the current study.

In summary, the inlet boundary generation method reproduces
the main features of the inlet of the industrially relevant device,
but not the details. This is due to the fact that the boundary condi-
tion method used for triggering turbulence requires some distance

from the inlet to develop physical turbulence. Thus, care should
be taken when interpreting the DNS data from the regions closest
to the inlet. Further, into the domain, the turbulence generated by
the shear layer between jet and recirculation zone, and with the
wall is expected to dominate the flow. Thus, in the main region of
interest in this study (10 < x=h < 20) the differences close to the
inlet are not expected to significantly influence the results.

3.3 Mesh Resolution. As a requirement for a DNS study, the
grid resolution (D) should be in the order of the Kolmogorov scale
(D=g ¼ Oð1Þ). The ratio of the grid resolution D (same in all
directions) and the Kolmogorov scale g is illustrated in Fig. 3.
The largest ratio found is 1.88 inside the jet outer shear layer. In
other parts of the domain, this ratio is around 1 or less, indicating
a sufficient mesh resolution. Another criterion proposed by
Eswaran and Pope [45] is to keep the value of jmaxg above unity,
where jmax is the wavenumber corresponding to the largest mesh
size. The results show that the worst-case close to the inlet has a
value of jmaxg > 2:77.

3.4 Validation of Spanwise Domain Length. The spanwise
domain size, Lz, should be kept short to reduce the computational
cost, but large enough to capture the relevant flow scales, i.e., the
integral length. To validate that the spanwise distance is enough
for the current simulation, the two-point correlations of fluctuating
velocities are investigated in Fig. 4 on spanwise lines. The auto-
correlation functions reaching zero at the critical points inside the
shear layer indicates that a sufficient Lz is used. Figure 4 shows
that this is achieved at most of the investigated locations within
the jet (i.e., in the positions of main interest for the study). As
seen in Fig. 4, the autocorrelation function does not reach zero at
positions further downstream, but these positions are of less interest
for discussing breakup. The flow at these positions behaves closer
to a two-dimensional flow where we have large 2D flow structures.
Furthermore, the integral length scales are calculated to be in the
range 0:24� 0:65h in the studied points, indicating that the flow
structures corresponding to these points are merely responsible for
the advection rather than for the breakup of the droplets.

3.5 Convergence and Data Collection for Averaging. The
flow field was initialized with the velocity field from a previous
DNS simulation with a simplified inlet condition (constant but
same bulk mean velocity). The simulations were run for approxi-
mately 30 passage times, tpass (where a passage time is defined as
the time required by a fluid element traveling with the inlet veloc-
ity to traverse the streamwise distance Lx), and 1200 gap time, tg
(where gap time is defined as tg ¼ h=Uj). Figure 5 shows the run-
ning average of the streamwise velocity component at five differ-
ent points in the domain (see Fig. 1(b)) during the startup phase.

Fig. 3 Contour of D/g

Fig. 4 Two-point correlations of: (a) streamwise, (b) wall-normal, and (c) spanwise fluctuating velocities on spanwise lines at
different locations
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The window size was obtained by calculating the summation of
absolute differences (SAD) as a function of different window
sizes. SAD is the summation of absolute differences of the aver-
aged signal with window size Dtwin and the actual signal. The win-
dow size after which SAD approaches a constant value is obtained
to be Dtwin ¼ 0:03s (640tg) which is used as the window size for
the running average.

The dashed lines show the 5% margin of the final averaged
value for each corresponding point. The points positioned inside
the jet (1, 2, and 3) are inside the 5% margin. This shows that
changing the inlet condition from the previous simulation has not
considerably changed the flow behavior inside the jet. However,
in the points above the jet (points 4 and 5), no clear steady-state
can be found. This behavior was also observed for the previous
simulation (even after a considerably long simulation time of
528tpass or 21120tg corresponding to a physical time of 0.99 s).

This indicates that there are slower dynamics influencing the flow
in these regions, which however do no longer influence the jet.
Investigations of the flow in these regions show that this slow-
motion is caused by the periodic generation and exiting of large
vortices (see continued discussion in Sec. 4.1), which makes it
practically impossible to obtain a steady-state in these regions
before starting data sampling.

The data sampling was run for a duration of 0.14 s (physical
time), corresponding to 75tpass or 3000tg. The sampling time was
chosen long enough to obtain converged cumulative averages of
all displayed turbulence statistics.

4 Results and Discussions

4.1 Flow Outline and General Behavior. Figure 6 illustrates
the flow field using the contours of the averaged (temporally and
in the spanwise direction) velocity magnitude, jUj normalized by
Uj. The red vectors show the direction of the flow in the xy-plane.
The thick black lines indicate the position of the walls, with one
wall covering half the outlet. The figure shows a high-velocity jet
clinging to the lower wall, spreading as it extends downstream.
Because of confinement, the jet gives rise to two vortex structures:
one in the upper left corner, (x ¼ 4h; y ¼ 6h) just above the inlet,
and the other right above the jet front at around
(x ¼ 25h; y ¼ 5:5h). The significantly lower pressure (factor �3)
at the center of this second vortex indicates that this vortex is con-
siderably stronger than the first one. A trapped vortex above the
jet does exist in HPH outlet chambers (see Fig. 1(a)). Thus, the
results in Fig. 6 show that the model geometry proposed in this
study captures this important contribution to the turbulent jet
dynamics.

As mentioned in Sec. 3.5, the velocities inside the jet, where
breakup is expected to occur when drops are injected into the
domain, converge to a steady flow field relatively fast. However,
this is not the case for the points outside the jet (the two vortices)
despite the long sampling times. Preliminary investigations show
that this can be attributed to the dynamics of these large-scale
eddies. Although these structures are outside the region of main
interest for drop breakup, a brief discussion may be of interest to
understand the flow from a macroscopic perspective and to dis-
cuss generalizability to industrial devices: Fig. 7 illustrates the
dynamics of these large vortices based on contours on the middle
spanwise plane (z¼ 1h), averaged over short time intervals
(Dt � 0:009s ¼ 188tg). The first panel (Fig. 7(a)) shows the same
two main vortices as in the average contours, a strong

Fig. 5 Rolling average of streamwise velocity component at
five different points

Fig. 6 Temporal and spatial (in spanwise direction) averaged
velocity magnitude contour with velocity vectors

Fig. 7 Time-averaged wall-normal velocity contours in the middle plane (xy-plane) of the domain.
Figure 7(a) is at t 5 0:061s (1300tg ) after the flow startup and the next figures are consecutively taken with
time difference of 0:009s (192tg ).
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counterclockwise eddy in the right part of the domain (henceforth
referred to as vortex 2), and a weaker clock-wise eddy above the
inlet (vortex 4). Moreover, part of a third vortex (vortex 1) can be
seen just exiting the domain.

In the next part of the sequence (Fig. 7(b)), vortex 2 has been
transported toward the exit, and a new vortex (vortex 3) can be
seen to be generated at the tip of the jet behind vortex 2. Later,
(Figs. 7(c) and 7(d)), vortex 2 is exiting and is being replaced by
vortex 3 as the dominating structure in the right part of the
domain. This process of continuous generation, transport, and exit
of vortices persist over time and creates a periodicity in the flow
outside of the main jet, which explains the difficulty in getting a
converged average in the upper part of the domain (cf. Fig. 5).

The left vortex (vortex 4) is more persistent, being fed from the
reverse flow above the jet body. However, investigating longer
time intervals shows that this vortex also disappears and is
replaced by a new vortex generated above the jet tip and moving
to the left, however, over a substantially longer time scale.

The large-scale vortex dynamics are expected to be heavily
dependent on the confinement of the flow. As discussed above,
the wall jets found in industrial emulsification devices are con-
fined but to a slightly lower degree than in the domain investi-
gated here. Thus, care should be taken when attempting to
generalize the results here above the jet.

4.2 Vortex Structures. In order to visualize the 3D vortex
structures inside the domain, Q-criterion [46] isosurfaces are used.
Figure 8 illustrates the instantaneous vortical structures in the
entire domain and the structures close to the wall (y < 0:2h). The
isosurfaces are colored based on the streamwise velocity compo-
nent, u. Furthermore, contours of instantaneous normalized vortic-
ity (xh=Uj) are illustrated for the plane z¼ 0. By looking at the
3D vortex structures, instabilities inside the shear layer seem to
start at about x ¼ 2:5h. These interact with each other and
stronger and more consistent vortices start to appear after

x approximatively 7 h. This is observed more clearly in the instan-
taneous vorticity contour plot. Here, vortices are more intense vor-
tices mainly found for 7h < x < 18h (coinciding with the
expected breakup region). This confirms that the highest deforma-
tion rates of the drops would occur before x ¼ 20h and the flow
structures downstream of this location are not expected to be rele-
vant for the breakup.

In order to visualize the vortex structures in the inner layer of
the jet, only the structures below y ¼ 0:2h are illustrated. As
observed, structures start to appear at about x ¼ 2:5h. A transition
length is observed between x ¼ 2:5h and x ¼ 8h. After about
x ¼ 8h, more coherent turbulent structures start to develop. These
observations are in agreement with the results of Ref. [31].

4.3 The Time-Averaged Jet. Drop breakup in HPHs is
known to occur in the turbulent jet (approximately at
x ¼ 10� 20h, [3,4]. Hence, the detailed behavior of the jet in this
region is of special interest.

Figure 9 shows the streamwise time-averaged velocity profiles
of the wall jet at five different locations downstream of the inlet
(x ¼ 10h, 12 h, 15 h, 18 h, and 20 h). The velocity has been nor-
malized with the local maximum jet velocity (Umax) and the wall-
normal lengths are normalized by y1=2, where y1=2 is the location
at which the velocity is equal to 0:5Umax. Between x ¼ 12h and
x ¼ 20h, the velocity profiles approximately collapse on a single
line; smaller differences are observed, mainly above y=y1=2 ¼ 1:2,
indicating that an apparent self-similarity has developed after
x ¼ 12h. Further upstream, larger differences exist.

It is worth comparing the self-similar jet profiles to previous
investigation of similar flows. A clear difference is found between
the profiles in this study and Ref. [31] (data obtained at x ¼ 25h),
see Fig. 9. However, differences are expected since this study is
on a wall jet with a significantly lower Reynolds number, which is
expected to lead to a narrower boundary layer, even farther down-
stream of our investigated locations. A more relevant comparison

Fig. 8 Snapshot of vortex structures in the whole domain (inside the box in the middle) and close to the
lower wall with y < 0:2h (on the right) with instantaneous vorticity contour (on the left, behind the box)
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is to the low-Re (Re¼ 2000) wall jet investigations of Ahlman
et al. [29]. As seen in Fig. 9, these results are close to the results
of the present study, up to y=y1=2 ¼ 0:69. Above that, the profiles
diverge. (Note that the difference between the present study and
the results of Naqavi et al. [31] also increases further away from
the wall). This is not surprising given the different setups. Both
Ahlman et al. [29] and Naqavi et al. [31] study a pure wall jet and
use a weak coflow above the jet to ensure that large-scale eddies
forming at the shear layer leave the computational domain, i.e.,
they are not confined inside the domain as in our case, see Fig. 7.
This leads to a substantial difference since we wish to include the
confinement effects in order to mimic the flow interactions inside
a homogenizer. Since Ahlman et al. [29] uses a higher coflow
velocity (Uc ¼ 0:1Uj) than [31] (Uc ¼ 0:06Uj), a larger deviation
is observed when compared to the former. The effect of this
coflow can be readily seen in Fig. 9, in how it creates a positive

streamwise velocity across the entire profile as compared to the
back-flow due to the recirculation in the confined domain of the
current study.

The spreading rate is an important characteristic describing the
behavior of a jet. Figure 10 illustrates the jet width (measured as
y1=2=h) for different streamwise positions. The spreading rate is
defined as the slope

S ¼
dy1=2 xð Þ

dx
(1)

Three different regions can be seen in Fig. 10. First, before
x¼ 8 h, the spreading rate is low (S ¼ 0:052). Further down-
stream, between x ¼ 8h and x ¼ 18h, the spreading rate increases
by around 92% and reaches S ¼ 0:1. This behavior is also
observed in experimental investigations of an HPH jet [1] where
the spreading rate of the free jet doubled at 8 h from the gap exit
of the high-pressure homogenizer (see Fig. 10). The shift of the
jet behavior can be attributed to the interaction of the jet body
with the recirculation eddies causing the flow structures in the
shear layer to spread faster.

A third region can be observed, x > 18h, where the spreading
rate increases to a value of 0.259, likely due to exit effects in the
form of the strong upper right vortex starting to interact with the
jet.

Since any drop breakup is expected to occur in a narrow region
of the jet (�10� 20h), the second of these three regions is of prin-
cipal interest and has been compared to previous investigations of
similar wall jets in Fig. 10 and Table 2.

The most interesting comparison is with Ref. [29] which has a
comparable Reynolds number to the present study, reporting a
spreading rate of 0.068 for the developed wall-jet at Re¼ 2000.
The higher spreading rate in our study is due again to recirculation
eddies above the jet which are not present in a wall-jet with no
flow confinement effect. The effect of these eddies can also
explain why the two jets (our study and Ref. [29]) have a very
similar behavior up to x ¼ 18h, while they are noticeably different
further downstream, x > 18h. The same can also be pointed out if
we compare the results with the results of Banyassady and
Piomelli [27].

The same observation is made when comparing to the results of
Naqavi et al. [31] and Dejoan et al. [25], both obtained at consid-
erably higher Reynolds numbers, with the effect that the spreading
rate is higher before reaching the developed state. Deo et al. [21]
showed that increasing the Reynolds number decreases the
spreading of planar jets. Comparing their results for three different
Reynolds numbers with our DNS results shows that the jet spread-
ing of our case (Re¼ 2057) lies somewhere between the spreading
for Re¼ 1500 and Re¼ 3000. This inverse relationship between
the Reynolds number and the spreading rate justifies why we have

Fig. 10 y
1/2/h as a function of the streamwise position x/h

Fig. 9 Normalized average streamwise velocity profile in jet
outer length scales

Table 2 Summary of the results for different studies

Study Typea Confinement Ly=h Uc=Uj Reg S
Umax decay

Umax

Uj
¼ A

x

h

� �c

Current study 1 10 None 2057 0.052 (x < 8h)
0.100 (x ¼ 8h� 18h)
0.259 (x ¼ 18h� 30h)

A ¼ 1:199; c ¼ �0:0145 (x < 6h)
A ¼ 2:99; c ¼ �0:481 (x ¼ 10h� 22h)
A¼ 1785, c ¼ �2:47 (x ¼ 25h� 30h)

Ref. [29] 1 18 0.1 2000 0.068 NA
Ref. [31] 1 40 0.06 7500 0.065 A ¼ 3:55; c ¼ �0:4907
Ref. [1] 2 60 None 9400 0.07 (x < 8h) 0.14 (x > 8h) NA
Ref. [25] 1 10 0b 9600 0.0732 (x > 10h) A ¼ 1:871; c ¼ �0:311b

Ref. [47] 3 Ly� h None 9600 0:0747c A ¼ 5:15; c ¼ �0:6
Ref. [23] 3 Ly� h None 7500 0:0818c A ¼ 3:442; c ¼ �0:482
Ref. [27] 1 20 0b 7500 0:077ðx > 10hÞb A ¼ 1:967; c ¼ �0:329b

a1: Confined wall jet, 2: Confined free jet, 3: Nonconfined wall jet.
bInstead of coflow, special boundary condition is applied to the upper wall.
cThis is not reported by the study, but calculated from the available reported results.
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higher spreading rates compared to other wall-jet studies with
higher Reynolds numbers.

Another difference between the present study and previous
investigations is the coflow used in some of the other works (see
discussion above). One could argue that the coflow does not only
remove the recirculation eddies above the jet, but also affects the
behavior of the jet by pushing the flow toward the wall. This
would lead to a lower spreading rate. As seen in Table 2, Studies
not using this coflow setup or using a lower value for the coflow
velocity display a behavior closer to our results in terms of jet
spreading rate before x ¼ 20h.

The jet maximum velocity, Umax is another important property
of a turbulent wall jet. Figure 11, shows Umax as a function of
streamwise position for the present study (blue solid line). The
velocity is normalized by the jet bulk velocity Uj. The following
power-law equation is commonly used for describing the stream-
wise decay of Umax

Umax

Uj
¼ A

x

h

� �c

(2)

with constant A and c. Several regions can be seen when inspect-
ing Fig. 11. First, before x ¼ 6h; c ¼ �0:0145 which marks a
predeveloped jet; in the range x ¼ 6� 10h, a transition is
observed. Downstream of 10 h, the jet behaves as a developed jet
as it reaches a self-similar region, until x ¼ 22h. The values of
c ¼ �0:481 and A ¼ 2:99 are obtained in this region. This corre-
sponds to a substantially slower decay than that found in a radial
wall jet (see comparison in Fig. 11), but compares well to the typi-
cal ranges reported in the literature for developed wall-jets
[31,47], see Fig. 10 and Table 2. However, differences are
observed which we believe are mainly due to the flow setup, i.e.,
reverse flow, and inlet conditions. Furthermore, for x > 22h, the
decay rate is seen to change again, which is not observed in other
studies on unbounded jet flows. This is due to the wall-normal
flow confinement; since our interest is in the region before
x ¼ 20h, we do not investigate this in more detail.

4.4 Characterization of the Time-Averaged Turbulence.
Obtaining an in-depth understanding of the spatial variations of
Reynolds stresses and the dissipation rate of turbulent kinetic
energy is of special importance since these are often described as
directly controlling drop breakup in emulsification devices
[48,49].

Figure 12 shows the three components of the velocity fluctua-
tions in the form of contour plots in the jet region
(0 < x=h < 25; 0 < y=h < 4). The velocity fluctuation profiles at
six different streamwise locations have been added to the figures.
Both contours and profile values are normalized by the jet bulk
velocity (Uj) and the maximum velocity locations and jet half-
width (y1=2) are depicted with purple triangles and black squares,
respectively.

Figure 12(a) shows the streamwise velocity fluctuations. A
high-intensity region is observed in the range x ¼ 5� 11h inside

the shear layer. The profiles show two peaks, one in the inner
layer and the other one in the shear layer (i.e., outer layer) of the
jet. The inner layer peaks is at about yþ ¼ 19� 29 for the main
region of interest (x=h ¼ 10� 20). The peaks in the outer layer
before x=h ¼ 14 are at the vicinity of y1=2, in the range
(0:76� 0:8) y1=2. These locations closely correspond to the maxi-
mum velocity gradient, as expected.

As seen in Fig. 12(a), a region of apparently high fluctuating
velocities can also be seen above the jet at positions further down-
stream (x=h > 14). However, as discussed in the appendix, the
slow dynamics of the flow structures in these regions, i.e., large
time-scale differences compared to the expected breakup region
inside the jet, makes these regions irrelevant for understanding
drop breakup in these devices.

The wall-normal component of the velocity fluctuations is pre-
sented in Fig. 12(b). In the inner layer close to the wall, no peaks
exist, leading to low values at the walls. This suggests high levels
of anisotropy. For the spanwise fluctuations, local peaks exist until
around x ¼ 10h, after which this inner layer peak changes to a pla-
teau. For wall-normal fluctuations, the peak values are also
affected by the high TKE region as discussed for the streamwise
fluctuations. Before x ¼ 14h, the peaks in the outer layer are also
located in the vicinity of the y1=2 points, in the range
(0:87� 0:93) y1=2. However, for the spanwise fluctuations, the
outer peaks are not affected by the high TKE region above the jet
and lie in the range (0:62� 0:86) of y1=2 points in the streamwise
range x=h ¼ 10� 20.

Figure 13 shows the contours of the normalized TKE values
and profiles at different streamwise positions. Just as with the
streamwise component, the peak in the inner layer occurs in the
range yþ ¼ 26� 42 for x=h ¼ 10� 20. The local minima

Fig. 11 Umax/Uj as a function of the streamwise position x/h

Fig. 12 Velocity fluctuation components contours and profiles
at different streamwise locations: (a) streamwise velocity fluc-
tuations u0RMS/Uj , (b) wall-normal velocity fluctuations v 0RMS/Uj ,
and (c) spanwise velocity fluctuations w 0RMS/Uj

Fig. 13 TKE/U2
j Contours and profiles at different streamwise

locations
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between the two peaks are located closely to the locations of max-
imum velocity Umax and the outer layer peaks are in the range
(0:76� 0:85) y1=2 for the streamwise locations before x=h ¼ 15.
Downstream x=h ¼ 15, the outer layer peaks are again affected by
the high TKE region as discussed for the streamwise and wall-
normal fluctuations. Again, the high TKE region observed in the
upper right corner is due to slow dynamics and its effect on the
averaging process (as discussed in Appendix).

Figure 14 illustrates the contours and profiles at different
streamwise positions of the normalized Reynolds stress
hu0v0i=ðU2

j Þ. The profiles show a negative peak in the vicinity of
the wall at yþ ¼ 15� 17 for x=h ¼ 13� 20. The peaks in the
outer layer are at locations comparable with those of the maxi-
mum fluctuation components being in the range (0:78� 0:86)
y1=2. Another observation is that the points where hu0v0i ¼ 0 (van-

ishing Reynolds shear stress) are located in the range
yþ ¼ 41� 50. Due to the dominance of the production term for

the Reynolds shear stress term (�u0iu
0
j
@ �ui

@xj
, where i 6¼ j) compared

to the production terms of normal Reynolds stresses, negative pro-
ductions of TKE are observed at small regions at the boundary
layer at x < 8h and other small parts of the domain (Fig. 19(a)).
However, these negative values are negligible compared to the
production values at other parts. This is consistent with the results
of Ahlman et al. [29].

As mentioned above, the TKE dissipation rate is of special
importance when characterizing the turbulence in an emulsifica-
tion device since it is often assumed to determine breakup rates
[50–52]. TKE dissipation rates in emulsification devices are still
very poorly understood since it is difficult to estimate both using
common RANS-CFD or 2D PIV (the two most prevalent methods
used in previous studies).

Figure 15 illustrates the normalized TKE dissipation field with
profiles at different streamwise locations calculated from the
DNS. The general overview is in agreement to the cruder predic-
tions in previous investigations: High dissipative regions are
found close to the wall as observed also in typical channel flows.
However, the majority of the dissipation takes place inside the
shear layer with the relatively highest dissipation values
extending in the streamwise direction from x=h ¼ 3 to 16 and
y=h ¼ 0:6� 2:3 in wall-normal direction. The maxima in the
outer layer are found in the vicinity of the y1=2 points.

From the perspective of a fluid element (or drop) traveling
through the jet, the TKE dissipation rate on the center of the jet is
of special interest. As seen in Fig. 15, the level increases from a
low value at the inlet as the dissipation in the shear layer
spreads inwards to the jet core and reaches its highest value of
7� 10�3U3

j =h at x=h ¼ 11, before decreasing again.

The absolute level of TKE dissipation rate is especially difficult
to determine using the previously available data (RANS-CFD and
2D PIV). The time-averaged dissipation rate of TKE in Fig. 15
shows a maximum rate of about 0:01U3

j =h in a region of
(5 < x=h < 10; 1 < y=h < 1:5) and the volume average across
the region where breakup is expected to occur
(10 < x=h < 20; 0:5 < y=h < 2:5) is 0:004U3

j =h, this can be com-
pared with the previously suggested scaling laws for HPHs, esti-
mating the average TKE dissipation rate in the efficient breakup
region to be 0:05� 0:0125U3

j =h [1,49], indicating that these crude
scaling laws provide estimates of the right order of magnitude but
overestimate the averages somewhat.

4.5 Energy Spectra. Further insight into the length-scales of
the turbulent fluctuations can be obtained by the energy spectra.
The energy content at different length-scales has been suggested
to be important for predicting breakup [32,53].

The one-dimensional spanwise energy spectra of the stream-
wise velocity (E11) are presented in Fig. 16. Figure 16(a) shows
the energy spectra on a line connecting the local maximum
velocity points Umax (purple triangle points in Fig. 13) in the
range x ¼ 8h to x ¼ 20h. Figure 16(b), instead, illustrates the
energy spectra on a vertical line at the streamwise position
x ¼ 12h. In both figures, the j�5=3-behavior is reported to

Fig. 14 Reynolds stress u0v 0/U2
j Contours and profiles at dif-

ferent streamwise locations

Fig. 15 Dissipation rate of TKE, �hg /U3
j contours and profiles

at different streamwise locations

Fig. 16 One-dimensional spanwise energy spectra for stream-
wise velocity E11: (a) On a line connecting y

1/2 points and (b) on
a vertical line at x 5 12h
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compare to the theoretical scaling in the inertial range. This can
be observed in all data, with a clear dissipative range at wave
numbers approaching the Kolmogorov microscale. However, due
to the low Reynolds number (Rek<100 inside the shear layer),
there is no clear separation of scales. This also affects the dissipa-
tive range of the spectra (at higher wavenumbers); in particular,
we cannot identify a specific scale defining the dissipative range.

The spectra in Fig. 16 also allow a comparison between differ-
ent locations. In Fig. 16(a) (showing the differences as a function
of the streamwise distance), we can note an increase of the energy
from the low levels at x=h ¼ 8. Moving downstream to x=h ¼ 12
shows an increase of the energy in all scales. However, moving
further downstream shows decreased energy levels indicating the
highest energy levels to occur around x=h ¼ 12. Looking at differ-
ent points at different wall-normal distances (Fig. 16(b)) does not
suggest any significant changes in the energy levels.

Experimental investigations of HPH jets [2] have previously
suggested a transfer of energy from larger to smaller eddies with
increasing the distance from the gap exit , i.e., closer to the gap,
higher proportion of the energy is contained in the larger scales,
but at positions further downstream, a transfer of energy is
observed from large to small scales leading to more energy being
available to the smaller eddies. This effect cannot be seen in the
current study.

5 Conclusions

A one-phase DNS investigation was carried out to study the tur-
bulent flow in a confined wall jet, designed to mimic the flow in
the region where breakup takes place in an HPH valve. This is the
first DNS investigation of an emulsification device, thus making it
possible to study the turbulence in these devices at a substantially
higher level than in previous investigations.

The confinement creates two large-scale slowly moving vorti-
ces. The Jet spreading rate and maximum velocity decay resemble
results from previous studies of wall jets at similar Reynolds num-
bers, when taking the effect of coflows into account.

High levels of Reynolds stresses and TKE are found in the wall
shear layers, in particular in the outer shear layer where the jet
interacts with the recirculation zone created by the confinement.

This study provides the first reliable estimation of TKE dissipa-
tion rates in a flow similar to that in an industrially relevant emul-
sification device, showing that the maximum level for a
fluid element passing through the jet is obtained at a distance of
x=h ¼ 11:3 to be 6:7� 10�3U3

j =h.
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Nomenclature

Cf ¼ skin friction coefficient
d ¼ initial drop size

E11 ¼ spanwise one-dimensional energy spectrum of stream-
wise velocity

h ¼ gap height
k ¼ turbulent kinetic energy
L ¼ integral length scale

Lx ¼ domain streamwise length
Ly ¼ domain wall-normal length
Lz ¼ domain spanwise length
Lt ¼ entrance (inlet) integral length scale
P ¼ production rate of TKE

Re ¼ Reynolds number
Rek ¼ Taylor-scale Reynolds number

S ¼ jet spreading rate
tpass ¼ flow passage time (tpass ¼ Lx

Uj
)

tg ¼ flow gap time (tg ¼ h
Uj

)
Uj ¼ gap bulk velocity
Uc ¼ co-flow velocity

Umax ¼ maximum local jet velocity
up ¼ baseline amplitude of fluctuations
u0i ¼ velocity fluctuation components
us ¼ shear velocity

y1=2 ¼ jet half-maximum velocity location
yþ ¼ dimensionless wall distance
d99 ¼ asymptotic boundary layer thickness
D ¼ grid resolution
Dt ¼ time step
g ¼ Kolmogorov micro scale
j ¼ wave-number
q ¼ fluid density
s ¼ turbulent time scale

swall ¼ wall shear stress
x ¼ vorticity

uncorr ¼ uncorrelated in time
scaled ¼ scaled value

win ¼ running average window
CFL ¼ Courant–Friedrichs–Lewy number
DNS ¼ direct numerical simulation
HPH ¼ high-pressure homogenizer
LES ¼ large eddy simulation
PIV ¼ particle image velocimetry

SAD ¼ summation of absolute differences

Appendix: Investigating the High Turbulence Levels in

the Vortex Region

As discussed in connection to Fig. 7, two large but slow vorti-
ces are created above the jet due to the confinement in the wall-
normal direction. The dynamics of these vortices are substantially
slower than that of the turbulence in the main region of interest
(inside the jet at 10 < x=h < 20; 0 < y=h < 4, where breakup of
injected drops are expected to occur). Although, this is not
expected to influence statistics collected inside the jet, but, it will
lead to convergence issues in the time averaged velocity fluctua-
tions, Reynolds stresses and TKE in the vortex region. This can be
seen in Fig. 17 showing the contours of the TKE averaged across
the entire data collection period. Note the high TKE region in the
upper right corner. This is not a position where a high TKE would
be expected since the time averaged gradients are not sufficiently
high.

The cause of this observation can be understood from the
dynamics studies in Fig. 7. The large vortex is slowly moving
toward the exit (at the same time as it is being replaced by a newly

Fig. 17 Normalized TKE contour in the entire domain
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generated one). Performing the time average on the flow field, and
particularly in this region, will appear as fluctuations when sub-
tracting instantaneous average velocities from the temporal aver-
age which is mainly due to the movement-generation-
disappearance process of these large vortices.

Furthermore, to illustrate the difference of the time scales com-
pared to the turbulence in the shear layer, as well as showing that
this is merely a consequence of temporal averaging, Fig. 18 shows
a sequence of TKE contours averaged across short time intervals
(0:0009s or 19:2tg). In fact, the sequence b in Fig. 7 corresponds
to the starting sequence b1 in Fig. 18. b2-b4 are consecutively
averaged sequences with averaging time window Dt ¼ 0:0009s.
As seen in the figure, the high TKE regions downstream x ¼ 20h
disappears. This proves that the time scales at these regions are
significantly larger and not comparable to the turbulence time
scales in the shear layer which are the most relevant for breakup.

Other arguments to rule out these turbulent regions as irrelevant
structures to this study is to look at the production of TKE.
Fig. 19(a) shows considerably small values of the production of

TKE in the regions beyond the jet shear layer. Furthermore,
Fig. 19(b) illustrates the eddy turn-over times (defined as the ratio
of the gap height to the mean velocity magnitude). Due to the
large separation of time scales and to show this large separation,
the range of the colormap is considered up to 2� 10�4 s and the
monochromatic dark region outside the main jet body represent
any value larger than this. The figure clearly shows the large dif-
ference in the eddy turn-over times inside the jet body and the
shear layer with the other parts of the domain. Therefore, one
could conclude that the high turbulence regions above the jet
(except for a small region at x ¼ 25h and close to the upper wall)
have entirely different dynamics compared to the regions of
breakup.
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