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Time Sunday (27th of July) 

08.30 
 

Registration and Introductory remarks 
 

 Session 1 – Chair: Marios Kotsonis 

9:00 
 
 
10:00 
 
 
10:20 
 
 
10:40 
 
 
 
11:00 
 

Keynote: Smooth surface modifications for passive laminar flow control: recent results 
and future steps. M. Kotsonis     page 3 
 
Direct numerical simulation of streamwise traveling wave induced turbulent pipe flow 
relaminarization. C. Bauer, C. Wagner    page 4 
 
Towards optimal plasma actuator arrays for friction drag reduction.  
E. Fracchia, L. Antal, G. Cafiero, D. Gatti and J. Serpieri   page 6 
 
Space-time wall-pressure–velocity correlations spanning across a turbulent boundary 
layer and large streamwise offsets. R. Deshpande, A. Hassanein, W. J. Baars   page 8 
 
On the optimal parameters of spanwise forcing for turbulent drag reduction.  
F. Gattere, A. Chiarini, M. Castelletti, M. Quadrio   page 10  

  
Coffee break (11:20 -11:50) 

 
 



  

II 

 

   Sunday (27th of July) 

 Session 2 – Chair: Clara Marika Velte 

11:50 
 
 
12:10 
 
 
 
12:30 
 
 
12:50 
 

Real-time particle image velocimetry using event-based imaging.  
C. Willert, L. Franceschelli   page 12 
 
Design and characterization of the transient response of oscillating plasma actuators 
for turbulent skin-friction control. L. Magnani, G. Neretti, J. Serpieri,  
A. Popoli, A. Cristofolini, A. Talamelli, G. Bellani   page 14 
 
Turbulent drag reduction using metamaterial surfaces. N. Fu, J. Morrison,  
M. Santer   page 16 
 
Wall-bounded turbulence manipulation using miniature Helmholtz resonators.  
A. H. Hassanein, D. Modesti, W. J. Baars   page 18 

 Lunch (13:10 – 14:30) 

 Session 3 – Chair: Peter Schmid 

14:30 
 
15:30 
 
 
15:50 
 
 
 
16:10 
 
16.30 

Keynote: Data-driven flow control. P. Schmid   page 20 
 
From robotics to fluid dynamics: opportunities and pitfalls of Reinforcement Learning in 
flow control. O. Semeraro, L. Mathelin   page 21 
 
Gradient-enriched machine learning control of wingtip vortices via online S-PIV and 
synthetic jets. G. Salomone, A. Scala, G. Paolillo, T. Astarita, G. Cardone, C.S. Greco 
Page 22 
 
Towards a bio-inspired flow estimation in wall-bounded turbulence. A. Ianiro   page 24 
 
Deep reinforcement learning for turbulent control: drag reduction and heat transfer 
management. Z. Zhou, X. Zhu   page 25 

 Coffee break (16:50-17:20) 

 Session 4 – Chair: Woutjin Baars 

17:20 
 
 
17:40 
 
 
18:00 
 
 
18:20 
 

Intra-phase recovery in a turbulent boundary layer subjected to spatial square-wave 
spanwise forcing.  M. Knoop, R. Deshpande, B. van Oudheusden   page 26 
 
Boundary layer development derived from Galilean symmetry. C. M. Velte,  
P. Buchhave   page 28 
 
Reconstructed modal velocity fields in wall turbulence. M. Guala, R. Ehsani,  
A. Ghosh, M. Heisel, I. Jacobi   page 30 
 
On the manipulation of coherent structures in turbulent flows using Fourier-based wall 
modifications. Y. Dincoglu, S. Verma, A. Hemmati   page 32 

18:40 Concluding remarks and final discussion: Chair G. Bellani and G. Cafiero 
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Time Monday (28th of July) 

08.30 
 

Registration and Introductory remarks 
 

 Session 1 – Roughness I – Chair: Elias Balaras 

9:00 
 
9:30 
 
 
9:50 
 
 
10:10 
 
 
 
10:30 
 

Keynote: Urban Aerodynamics and Turbulent Dispersion. C. Vanderweel   page 37 
 
Turbulent Boundary Layers over Multiscale Urban Arrays. C. Southgate-Ash,  
S. Grimmond, A. Robins, M. Placidi   page 39 
 
Energetic aspects of the Reynolds analogy in rough-wall turbulent forced convection. 
F. Secchi, D. Gatti, U. Piomelli, B. Frohnapfel   page 41 
 
The influence of wall-normal oscillating roughness on a turbulent boundary-layer.  
A. Ramani, T. P. Illukkumbura, B. Ganapathisubramani, J. P. Monty, N. Hutchins   
page 43 
 
Influence of oncoming boundary layer on flow over a protruding forward-facing step.  
R. J.  Martinuzzi, E. Larose   page 45 
 

  
Coffee break (10:50 -11:20) 
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Time Monday (28th of July) 

 Session 2 – Turbulence Theory I – Chair: Martin Oberlack 

11:20 
 
 
11:40 
 
12:00 
 
 
12:20 
 
 
12.40 
 

Wavenumber-to-wavenumber energy exchange by triadic Fourier-mode interactions in 
wall turbulence. T. Kawata, T. Tsukahara   page 47 
 
On velocity spectra in turbulent wall-bounded flows. S. Pirozzoli   page 49 
 
The Reynolds shear stress phase distribution and its relationship to spectral energy 
density in wall bounded flows. S. Zimmerman, J. Philip, J. Klewicki   page 50 
 
Homogeneous shear turbulence: kinetic energy growth rate as a nonlinear eigenvalue 
problem. J. Albert, T. Gebler, M. Oberlack   page 52 
 
Two-point enstrophy budget and energy cascade in turbulence. A. Cimarelli, C.B. da 
Silva, G. Boga   page 53 
 

  
Lunch (13:00 – 14:00) 

 

 Session 3 – Wall Turbulence I – Chair: Ramis Örlü 

14:00 
 
 
14:30 
 
 
14:50 
 
 
15:10 
 
 
15.30 

Keynote: Turbulent drag reduction by streamwise traveling waves of wall deformation.  
K. Fukagata   page 55 
 
Restricted Nonlinear Investigation of Developing Boundary Layers over Accelerating 
Walls. A. Risha, B. A. Minnick, D. F. Gayme   page 56 
 
Towards a composite mean velocity profile for adverse pressure gradient turbulent 
boundary layers. A. Zarei, M. Lozier, R. Deshpande, I. Marusic   page 58 
 
Constructing wall turbulence using attached hairpin vortices. Y. Ge, W. Shen,  
Z. Han, Y. Zhao, Y. Yang   page 60 
 
High Spatial Resolution PIV Study of Self-Similar Adverse Pressure Gradient Turbulent 
Boundary Layer on the Verge of Separation. Z. Chen, B. Sun, A. Heidarian, C. Atkin-
son, J. Soria   page 62 
 

15:50 – 
16:50 

 
Coffee break and Poster presentation (session 1) 

 

 
 
 
 
 
 
 
 
 



  

V 

 

time Monday (28th of July) 

 Session 4 – Roughness II – Chair: Christina Vanderweel 

16:50 
 
 
 
17:10 
 
 
17:30 
 
 
17:50 
 
 
18:10 
 

Characterisation of rough-wall drag in compressible turbulent boundary layers.  
D. D. Wangsawijaya, R. Baidya, S. Scharnowski, B. Ganapathisubramani,  
C. J. Kähler   page 64 
 
Relaxation of staggered roughness generated turbulence in a low Re number channel 
flow. S. Tardu, B. Arrondeau   page 66 
 
A rough recovery. M. Formichetti, A. Kwong, S. Symon,  
B. Ganapathisubramani   page 68 
 
Influence of windward and effective slope on the structure of turbulent channel flow 
over ratchet-type roughness. O. Zhdanov, A. Busse   page 70 
 
DNS of turbulent boundary layers over dense soft filaments. N. Beratlis,  
A. Camminatiello, K. Squires, E. Balaras   page 72 
 

18:30 Possible Visit to CICLoPE 
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time Tuesday (29th of July) 

 Session 5 – Turbulence Theory II – Chair: Martin Oberlack 

8:30 
 
9:00 
 
 
9:20 
 
 
9:40 
 
 
10:00 

Keynote: Breakup of small aggregates in turbulent flows. A. Lanotte   page 74 
 
A Universal Relation Between Intermittency and Dissipation in Turbulence.  
F. Schmitt, J. Peinke, M. Obligado   page 75 
 
Spontaneous generation of helicity in anisotropic turbulence near the two-dimensional 
limit. S. Sukoriansky, E. Barami   page 77 
 
Near and far field development of the turbulent round jet derived from Galilean sym-
metry. P. Buchhave, C. M. Velte   page 79 
 
Amplitude Modulation in Restricted Nonlinear Turbulence. B. Viggiano, B. Minnick,  
D. F. Gayme   page 81 
 

 
 

 
Coffee break (10:20 -10:50) 

 

 Session 6 – Wake Turbulence – Chair: Bettina Frohnapfel 

10:50 
 
11:10 
 
 
11:30 
 
 
11:50 
 

Turbulent/turbulent entrainment in a planar wake. O. R. H. Buxton, J. Chen   page 83 
 
Coherent structures in the turbulent near-wake of a flapping wing. Y. Goodwin,  
G. Rigas, J. F. Morrison   page 85 
 
Turbulent wake resonance via oscillation of a solid plate. G. Xiangyu, K. Steiros 
page 87 
 
A CFD Flow Control Study Using Plasma Actuation on the Leading Edge of a Bluff 
Body. G. Minelli, R. Magal, G. Bellani   page 89 
 

 
 

 
Lunch (12:10-13:10) 
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 Session 7 – Turbulence theory III – Chair: Michael Wilczek 

13:10 
 
 
13:40 
 
 
14.00 
 
 
14:20 
 
 
14:40 

Keynote: Turbulence: statistical approach versus coherent structures.  J. Peinke 
page 91 
 
Entrainment and small-scale features in merging turbulent regions. F. A. Branco,  
C. B. da Silva   page 92 
 
Multiscale circulation in wall-parallel planes of turbulent channel flows.  
P.-Y. Duan, X. Chen, K. R. Sreenivasan    page 94 
 
Noise-expansion cascade – a fundamental property of turbulence. S. Liao, S. Qin 
Page 95 
 
Extending Kolmogorov Theory to Polymeric Turbulence. A. Chiarini,  
R. K. Singh, M. E. Rosti   page 96 
 

15:00 
– 
16:00 

 
Coffee break and Poster presentation (session 2) 

 

 Session 8  – Simulation Techniques –  Chair: Martin Obligado 

16:00 
 
 
16:20 
 
 
16:40 
 
 
 
17:00 
 

Resolvent-Based Models for Wall-Modelled Large-Eddy Simulations. Z. Hantsis,  
M. Chan, N. Hoang, B. J. McKeon, U. Piomelli   page 98 
 
Investigation of the physical role of backward scatter in minimal channel flow.  
K. Inagaki   page 100 
 
Efficient Compressible Turbulent Flow Simulations: Entropy Projection and Correction 
for an ILES in a Discontinuous Galerkin solver. A. Crivellini, L. Alberti,  
E. Carnevali, A. Colombo   page 102 
 
Merging Filtering, Modeling and Discretization to Simulate Large Eddies in Burgers' 
Turbulence. R. Verstappen   page 104 
 

 
17:50 
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time Wednesday (30th of July) 

 Session 9 – Convection & Complex flows – Chair: Sergio Pirozzoli 

8:30 
 
 
8:50 
 
 
9:10 
 
 
9:30 
 
 
9:50 

Very low Ekman number turbulent rotating convection. E. Knobloch,  A. van Kan,  
B. Miquel, K. Julien, G. Vasil   page 106 
 
Heat transfer fluctuations measurements with a heated thin foil. A. Cuéllar,  
E. Amico, J. Serpieri, G. Cafiero, W. J. Baars, S. Discetti, A. Ianiro   page 108 
 
Validation of helicity turbulence model and its application to stellar convection.  
N. Yokoi   page 110 
 
Richtmyer-Meshkov induced turbulent mixing in a shock tube. J. Griffond,  
O. Soulard, Y. Bury, S. Jamme   page 112 
 
Learning to Backtrace Turbulent Scalar Fields. M. Carbone, L. Piro,  
R. Heinonen, L. Biferale, M. Cencini   page 114 
 

 
 

 
Coffee break (10:10-10:30) 

 

 Session 10 – Wall turbulence II – Chair: Hassan Nagib 

10:30 
 
 
10:50 
 
 
11:10 
 
 
11:30 
 
 

On the flow statistics and dynamics of axial rotating turbulent pipe flows: A DNS study. 
L. Yang, J. Yao   page 116 
 
Momentum and heat transfer in turbulent channels with drag-increasing riblets.  
S. Cipelli, N. Rapp, B. Frohnapfel, D. Gatti   page 117 
 
Identity variation of turbulent spots in pipe flow associated with multigenerational splits, 
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Smooth surface modifications for passive laminar flow control: 
recent results and future steps 

 
Marios Kotsonis1 

 

1 Delft University of Technology, The Netherlands 
            
 
Abstract: 
Boundary layer instabilities are of paramount importance for the dynamics of transitional flows, 
themselves dominating drag production and efficiency of many relevant systems such as aircraft wings. 
However, in most real-life cases, aerodynamic surfaces are not smooth or geometrically perfect. Surface 
non-uniformities are inevitable due to debris, damages, and manufacturing features such as joints, panels, 
rivets etc. These geometrical features have a profound effect on boundary layer instabilities and 
transition. These effects are reviewed in this talk, based on recent experimental and numerical studies of 
our team. Expectedly, in most cases the effect of these features is detrimental, thus leading to anticipation 
of transition. However, we have discovered limited cases where surface modifications can actually lead 
to a delay of transition. These cases have revealed a wealth of fundamental interaction mechanisms, 
which can pave the way to passive flow control methods. Some next steps and ideas in moving forward 
will be shared. 
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Direct numerical simulation of streamwise traveling
wave induced turbulent pipe flow relaminarization

C. Bauer 1, and C. Wagner 1,2

1 Institute of Aerodynamics and Flow Technology
German Aerospace Center, Göttingen, Germany
2 Institute of Thermodynamics and Fluid Mechanics
Technische Universität Ilmenau, Germany

key-words: turbulent pipe flow, streamwise traveling wave

Abstract:
For technically relevant flows with high Reynolds numbers, more than 90% of the energy required to pump
fluids through pipes is dissipated by turbulence near the wall. However, Koganezawa et al. [1] showed
for the low friction Reynolds number of Reτ = uτR/ν = 110—where uτ is the friction velocity, ν is
the kinematic viscosity and R is the pipe radius—that for certain wave parameters, streamwise traveling
waves of wall blowing/suction can lead to relaminarization, thereby significantly reducing drag. However,
as reported in the recent review paper by Fukagata et al. [2], higher Reynolds number data are required for
engineering applications. Therefore, we have adapted our fourth-order finite volume solver [3] to perform
direct numerical simulations of turbulent pipe flow with streamwise traveling wave boundary conditions
of the wall-normal velocity of friction Reynolds numbers up to Reτ = 720. For each Reynolds number
the optimal set of the blowing/suction parameters is determined in terms of the drag reduction rate
RD = (Cf0 − Cf )/Cf0, where Cf (Cf0) is the skin friction drag of the (un)controlled flow. In addition to
the drag reduction rate RD, the net energy saving S is a crucial metric for evaluating the efficiency of the
control method. The net energy saving is defined as S = (Wp0 − (Wp +Wa))/Wp0, where Wp(Wp0) is the
driving power of the (un)controlled flow and Wa is the actuation power of the control. Figure 1 shows the
net energy saving map at Reτ = 180 and a wavelength of λ+ = 360 wall units. As illustrated in Figure 1,
downstream traveling waves with λ+ = 360, c = Uc,lam, and a = 0.07Uc,lam induce relaminarization
and a maximum of net energy saving of approximately 80%. Here, Uc,lam = 1/2Reτuτ is the centerline
velocity of the corresponding laminar flow. In addition, standing waves (c = 0) with low amplitudes
(a ≤ 0.15Uc,lam) and slow upstream traveling waves (c = 0.1Uc,lam) lead to positive net energy savings.
In the following, we are performing a parametric study by varying Reτ , as well as the traveling wave
amplitude a, length λ, and velocity c. At the conference we will present the Reynolds number scaling of
the blowing/suction parameters that lead to relaminarization, minimum drag, and maximum net energy
saving, and elucidate the underlying mechanisms. Figure 2 presents the Reynolds number scaling of the
turbulent kinetic energy decay rate of flow cases with relaminarization.

References

[1] S. Koganezawa, A. Mitsuishi, T. Shimura, K. Iwamoto, and A. Murata. Int. J. Heat Fluid Flow,
77, 388-401,2019.

[2] K. Fukagata, K. Iwamoto, and Y. Hasegawa. Annu. Rev. Fluid Mech., 56, 69-90, 2024.

[3] C. Bauer, D. Feldmann, and C. Wagner. Phys. Fluids, 29, 125105, 2017.
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Figure 1: Net energy savings S for Reτ = 180 and λ+ = 360 as a function of wave amplitude a and
velocity c normalized with Uc,lam. For selected cases, the volume rendering of the instantaneous
Reynolds shear stress u′zu

′
r = uzur − ⟨uz⟩φ⟨ur⟩φ normalized in wall units at time t = 7.5uτ/D

after the start of the control is shown.

Figure 2: Turbulent kinetic energy decay for streamwise traveling wave-induced relaminarization
at different Reτ , a, c, and λ. k+ = 1/2(⟨u′zu′z⟩+rφz + ⟨u′φu′φ⟩+rφz + ⟨u′ru′r⟩+rφz). The shaded area
indicates the exponential decay function k+ = 2.2 exp(tuτ/D/0.55).
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Towards optimal plasma actuator arrays for friction
drag reduction

E. Fracchia 1, L. Antal 1, G. Cafiero 1, D. Gatti 2, and J. Serpieri 1

1 Department of Mechanical and Aerospace Engineering, Politecnico di Torino, Turin, Italy
2 Institute for Fluid Mechanics, Karlsruhe Institute of Technology, Karlsruhe, Germany

key-words: Friction drag reduction, Plasma actuators, Optimization

Different research efforts have shown how the wall shear stress, and the related friction
drag, can be lowered by oscillating the walls along the spanwise direction. Nevertheless, the
cumbersome realization of those wall motions bounds this approach to laboratory efforts [5].
Arrays of plasma actuators can be lain out to realize this forcing approach [4]. These devices
allow to inject wall motions at the wall and are characterized by high frequency response, reduced
weight and size, low power consumption and lack of moving parts. Nonetheless, plasma-induced
spanwise-oscillating flow motions differ from the desired oscillating-wall flow. In fact, first,
the induced velocity peaks somewhere above the wall for the PAs fields and at the wall for
Stokes’ second problem flows. Second, the PAs-induced jets require a supply of mass from the
surrounding fluid. This causes a downwash motion that can enhance the local skin friction. This
parasitic effect can overcome the possible reduction of turbulence-induced downwash motions
(i.e. sweeps) and thus cause an overall undesired increase of skin friction. Thereof, the scope
of the current work is to investigate a rather broad range of PAs’ control parameters to retrieve
those configurations that minimize the mentioned parasitic effect and identify optimal PAs for
friction drag reduction.

PAs are electrical devices and, as such, have a wide operating range, meaning that the applied
voltage, modulation frequency, duty cycle, and actuator geometry are mostly independent and
greatly influence the resulting body force fields and the related induced velocity fields and can
make the difference between drag reduction and increase, as discussed in [2]. Given this wide
range of possible actuation parameters, and their non-linear effects, when designing PA arrays
for friction drag reduction, it might prove crucial to optimize the actuation parameter space with
numerical investigations. To do so, in the current study, a channel flow DNS code adapted from
the engine by Luchini & Quadrio [1], was exploited. The code was modified to allow for the
inclusion of time-varying PAs-induced body force fields in the spanwise momentum equation.
The body force model introduced in [3] was selected. In fact, this model computes the body
force fields based on the physical and operational properties of the modeled PA, thus obtaining
crucial information for future experimental endeavors. Forcing and geometric parameters are
investigated by running an optimization routine aimed at reducing the velocity gradient at the
wall, as shown in figure 1.

At first laminar flows will be investigated and so the skin friction coefficient will be estimated
solely from the wall velocity gradient, neglecting the turbulence transport effects. In other
words, the optimization feedback variable is proportional to the time- and spanwise- averaged
streamwise velocity gradient at the wall. Figure 2 shows that there is an optimal duty cycle
(DC) value and that this changes depending on the modulation frequency. Different single-
parameter optimization will be explored and eventually also a multiparametric optimization will
be performed. Finally, the optimal forcing configurations will be tested in a fully-developed
turbulent flow to assess the effect of the performed actuation on the overall skin friction drag.
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Figure 1: Logic scheme of the performed optimization. The yellow diamonds represent the
computation blocks. In the blue circle, the optimization feedback is shown. The contour plot is
a velocity field, with the two exposed electrodes shown with the light blue and red shades.

Figure 2: (Left) Laminar-flow wall skin friction coefficient, averaged over a period and along the
crosswise direction; the dashed line represents the friction coefficient without actuation. (Right)
Schematic of the voltage modulation signals color-coded as the electrodes in the contour plot of
figure 1.
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Abstract:
The fluctuating wall pressure (pw) field beneath a turbulent boundary layer (TBL) is primarily responsible
for structural excitation and associated radiated noise for submarines and aircraft. Structural resonances
generally occur in the low wavenumber regime of the pw-spectrum, known as the sub-convective regime,
while the most energetic amount of turbulence energy resides at higher convective wavenumbers (kx)
and their associated frequencies (f), popularly known as the convective regime. Both these regimes have
previously been analyzed through the kx-f spectrum of pw [1], with their respective energy distributions
increasing proportionally with the boundary layer friction Reynolds number (Reτ ) owing to energization
of the inertial motions [2]. However, many past studies investigating the kx-f spectrum of pw have either
been limited to low Reτ , or in the case of higher Reτ experiments, have not simultaneously measured
velocities across the TBL. These limitations have hindered our understanding of the coupling between
turbulence velocity fluctuations and the space-time wall-pressure field.

In the present study, we experimentally investigate the Reτ -variation of the kx-f wall-pressure spec-
tra across 1000 ≲ Reτ ≲ 5000, acquired simultaneously with the streamwise velocity fluctuations in the
grazing TBL flow. An array of flush-mounted microphones (figure 1a) were mounted inside the Delft Uni-
versity Boundary Layer Facility (DUBLF). The linear array comprised 63 microphones with an equidistant
spacing in the streamwise direction. This array spanned 5 times the boundary layer thickness (δ), mak-
ing it sufficiently large to capture pw-footprints of the long energetic inertial motions (figure 1b). Each
microphone was exposed to the flow through a unique 5-pin hole arrangement, designed with the inten-
tion to spatially under-resolve the pw-signal, and thereby avoid aliasing of the very large kx in the kx-f
spectrum [1]. A conventional hotwire sensor, measuring time-resolved streamwise velocity fluctuations
(u) synchronously with pw, was positioned above the most downstream microphone and traversed verti-
cally across 30 logarithmically-spaced points in the boundary layer. Bulk parameters estimated from the
velocity profile confirm that the pressure array has no influence on the near-wall flow.

Figure 2(a) shows the kx-f spectrum computed from the wall-pressure field shown in figure 1(b),
for a canonical TBL at Reτ ∼ 1500. One can observe that the most energetic pressure fluctuations
convect at f+/k+x ∼ 15 (indicated by the grey dashed line) and correspond to the convective regime. The
associated 1-D kx and f -spectra are obtained by integrating the spectrum in figure 2(a), and are shown in
figures 2(b,c), respectively. These unique measurements would be used to test popular scaling arguments
[3] for the sub-convective and convective regimes of the kx-f spectra. Their physical significance would
be explained through pw-u correlations [3], reconstructed across 0 ≤ x ≤ 5δ and y ≲ δ.
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Figure 1: (a) Schematic of the experimental setup comprising 63 wall-mounted microphones (m)
with an equidistant spacing, spanning 5δ in x. Each microphone is mounted inside a sub-surface
cavity, and is exposed to the flow via an arrangement of 5 pinholes. A single-wire hotwire is
positioned vertically above the most downstream microphone. (b) Space-time plot of p+w acquired
with the microphone array.

(a)

(c)

(b)

Figure 2: (a) Premultiplied viscous-scaled f -kx spectrum of pw for Reτ ∼ 1500. The grey dashed
line indicates the convection velocity of the most energetic pressure fluctuations (15uτ ). (b,c)
premultiplied 1-D pw-spectrum as a function of (b) kx and (c) f obtained by integrating f -kx
spectrum in (a).
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Abstract:
Efforts to reduce turbulent skin-friction drag are important for both environmental and economic
reasons. Various methods have been proposed over the years; among these, techniques that use
active predetermined wall-based actuation are particularly noteworthy for their simplicity and
effectiveness. The most simple active forcing that leads to a reduction of turbulent skin friction
drag is the spanwise wall oscillation [1]. The wall periodically oscillates in the spanwise direction
as a function of time:

w(t) = A sin

(
2π

T
t

)
,

and generates a spanwise cross-flow that is periodic after space- and phase-averaging and coin-
cides (with small deviations for large T ) with the analytical laminar solution of the second Stokes
problem, referred to as the Stokes layer (SL):

wSL(y, t) = Ae−
y
δ sin

(
2π

T
t− y

δ

)
.

It depends on three parameters: the amplitude A, the period of the oscillation T and the thickness
of the spanwise velocity profile δ. The latter two quantities are not independent, i.e. δ ≡

√
νT/π

and evidences suggest that the maximum drag reduction is obtained for T+ ≈ 100 and δ+ ≈ 6,
although there is no consensus on their physical interpretation. Hereinafter the + superscript
identifies quantities made dimensionless with the viscous quantities of the uncontrolled case.

In this work we overcome the conventional oscillating wall and remove the δ − T constraint.
We perform a DNS study at Reτ = 400 directly enforcing a mean spanwise velocity profile
at each time step to a turbulent channel flow, varying δ and T independently. The new drag
reduction map is shown in figure 1. We conclude that the values T+ ≈ 100 and δ+ ≈ 6 do not
possess a special meaning and they are the optimum when we are constrained by the control
actuator to lie on the black line of figure 1; instead designing a control which allows to decouple
T and δ provides higher drag reduction performance and we find the optimal parameters for drag
reduction to be T+ = 30 and δ+ = 14.

We also measure positive net benefit, i.e. the control is still beneficial after accounting also
for the power required to imposed the spanwise velocity profile; see figure 2. This result paves
the way for the implementation of alternative actuators. The control law does not need to be the
result of the choice of the actuator as in the case of the wall oscillation, but more conveniently
the actuator can be designed to induce the desired control law to the flow field.
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Figure 1: Drag reduction (R = 100× (Cf,0−Cf )/Cf,0) map in the (T , δ) two-dimensional space
of parameters, with Cf and Cf,0 the skin-friction coefficients of the uncontrolled and controlled
cases, respectively. The black thick line indicates the T − δ constraint. The green dot identifies
the point of maximum drag reduction, whereas the black dot indicates the maximum along the
line where the T − δ constraint holds. The small black dots indentify the sets of parameters of
each simulation.

Figure 2: Net power saving (Pnet = R− 100× Pc/P0) map in the (T , δ) two-dimensional space
of parameters, with R the drag reduction and Pc/P0 the power to enforce the spanwise velocity
profile expressed as a fraction of the pumping power to move the flow. The black thick line
indicates the T − δ constraint. The green dot identifies the point of maximum net power saving,
whereas the black dot indicates the maximum along the line where the T − δ constraint holds.
The small black dots indentify the sets of parameters of each simulation.
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Real-time particle image velocimetry using
event-based imaging

C. Willert 1 and L. Franceschelli 2

1 DLR Institute of Propulsion Technology, German Aerospace Center, Köln, Germany
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Abstract:
In the context of active flow control the continuously increasing speed of both imaging and computing
hardware are enabling real-time particle image velocimetry (RT-PIV) processing scenarios such as outlined
in Fig. 1a ([4, 2]). The basic idea is to extract flow relevant information from real-time processed PIV data
to determine flow-controlling parameters with minimal inference time (latency). The proposed contribu-
tion describes the implementation of a PIV system based event-based vision (EBV) camera technology
and is capable of processing incoming imagery at high frame rates approaching 1 kHz. Unlike conventional
cameras, EBV cameras only detect and report intensity changes in the observed scene, providing an asyn-
chronous data stream of contrast change events. With its reduced data rate and potentially rapid data
processing capability, EBV is a strong candidate for this purpose [1]. To date, the real-time capability
of EBV has not been fully exploited with the exception of the 3d particle tracking velocimetry (PTV)
implementations by [3] that reconstructed the (time-averaged) 3d flow field in real-time. However, their
setup can only simultaneously track a small number of particles of O(50-100). The present work aims
at acquiring and processing imagery containing O(1000) particles necessitating approaches differing from
conventional PTV.

While notluc making direct use of the asynchronous nature of the data provided by the EBV camera,
the generation of pseudo-frames from the event stream was found to be considerably more efficient than
trying to continuously extract (and track) clusters over time. The pseudo-frames can then be processed
using conventional PIV algorithms, which are easily parallelized in comparison to PTV schemes. Com-
pared to RT-PIV implementations using framing cameras, the latency of real-time EBIV (RT-EBIV) is
reduced by at least one framing interval: the second pseudo-frame is immediately available at the end of
the time-slicing period (see Fig. 1b).

Initial implementations of RT-EBIV operate by accumulating pseudo-image pairs at a defined framing
intervals followed by a single-pass PIV algorithm with subsequent validation to provide velocity field data.
A bench-top validation on a rotating disc and a turbulent water flow in a small tank is shown in Fig. 2
and demonstrated a velocity field processing speed of several hundred Hz. For higher pseudo-image rates
the incoming data stream must be down-sampled, which however, does not affect the overall latency. The
proposed contribution will compare the performance with a RT-PIV implementation based on a streaming
CMOS camera and showcases an application to a turbulent boundary layer using the profile-PIV technique.
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Figure 1: (a): possible implementation of active flow-control based on real-time flow field data
(from [4]); (b): data stream for pseudo-frame-based, real-time event-based imaging velocimetry
(EBIV). Contrary to framing cameras the pseudo-frames are available immediately after the end
of framing period, thereby reducing system latency.
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Figure 2: (a): benchtop demonstration of the implemented RT-EBIV configuration on a turbulent
water flow (F) using a Prophesee EVK2 camera (C) and a low-cost pulse-modulated blue laser.
Computer screen displays raw event imagery (E) and continuously updated flow statistics (S).
(b): pseudo-frame obtained of the water flow at a laser pulsing frequency of 800Hz capturing 8
pulses (10ms).
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Abstract:

Reducing the aerodynamic drag of next-generation aircraft is a key objective in sustainable
development plans at national, European, and international levels. To reduce friction drag,
which accounts for approximately 50% of the total drag during cruise, smart surfaces are being
developed and tested. Reducing the friction drag of large airliners requires controlling turbulent
fluctuations, in particular with the near-wall cycle [1]. Several studies have demonstrated that
oscillating a wall in a specific direction can lead to a significant reduction in friction drag [2].
Recent numerical studies showed a gain in drag-reduction performance by tuning the actuation
time-scales on the very-large scale motions [3, 4], highlighting the need of developing flow-control
strategies in high-Reynolds number flow conditions. Another technological challenge is to ap-
proximate the Stokes layer induced by wall-oscillations with actuators that do not require any
moving surface. To this end, plasma actuators with Dielectric Barrier Discharge (DBD) have
been developed and have shown promising performance [5, 6].

To test and optimize their performance in realistic flow conditions, the geometry, actuation
timing and electrical actuation parameters must be tuned based on the temporal and spatial
scales of high-Reynolds number turbulent flows. The Long Pipe facility of the Centre for Inter-
national Cooperation in Long Pipe Experiments (CICLoPE) [7] provides an ideal environment
for such studies: with a diameter of 0.9 m and a length of 111.5 m, it allows precise measure-
ments of near-wall flow fluctuations, providing a reliable baseline for evaluating smart surfaces.
To achieve an oscillating wall-parallel flow, several pairs of actuators must be alternately turned
on and off at frequencies that scale with the Reynolds number, therefore the transient response
of the actuators, rather than the steady state, must be carefully characterized.

In this work, we present a full characterization of the transient response of plasma actuators
specifically designed to operate in the high-Reynolds number regime of the Long Pipe facility
(Reτ>10000). Experiments were conducted using the Schlieren technique, which visualizes flow
density variations induced by the actuators. Images, acquired with a high-speed camera up
to 50,000 fps(Fig. 1), are processed to track the propagation of the density and temperature
variation front over time(Fig. 2). Results are presented for several actuation parameters, in-
cluding modulation frequency (5-80 ms), input voltage (3.5-5 kV), and carrier frequency (20-40
kHz). Based on these results, we discuss potential and limitations of this approach deployed on
a large-scale, high-Reynolds number application. Results are also compared in light of a newly-
developed mathematical model for plasma generation and its interaction with the surrounding
flow.
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Figure 1: Raw (above) and background sub-
tracted (below) Schlieren images.

Figure 2: Temperature field after luminosity in-
tegration.
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Abstract:
The idea of reducing the turbulent skin friction drag with the use of streamwise travelling surface waves

W = W0 sin(κxx− ωt) (1)

where W is the wall velocity, κx = 2π
λ is the streamwise wave number and ω = 2πf is the angular

velocity, has been proved by various studies both numerically [1]and experimentally [2]. However, at a
high Reynolds number (Reτ ∼ O(105)) closer to flight conditions, few experimental work has been done in
evaluating the feasibility and efficiency of the moving wall technique in drag reduction. An accurate and
reliable mechanism to generate surface waves is a key challenge when designing such experiments. Here,
a novel way of generating surface waves via a metamaterial surface is proposed. High frequency (on the
order of kHz) and low amplitude actuation can be achieved by manipulating the elastic wave propagating
through the surface.

In order to manipulate the wave in the surface, it is essential to understand how it propagates through
the medium. Therefore, the elastic wave equation was solved in the frequency domain

−ω2 ∂
2û

∂t2
+ iωγ

∂û

∂t
= c2L∇(∇ · û)− c2S∇×∇× û (2)

where û is the displacement vector in the frequency domain, γ is the attenuation parameter, cL and cS
are the longitudinal and transverse wave speed in the material, respectively. The advantage of a frequency
domain solution is mainly because of the huge savings in time and computing resources compared with
the time domain solver. Now the steady-state waveform can be computed in just one step, without the
need to calculate numerous time steps as in a time domain solver. This equation is solved using FEM for
every design iteration.

The use of topology optimization with solid isotropic material with penalization (SIMP) has been very
successful in solving such inverse design problems, where the microscopic material distribution is solved
for to achieve some desired macroscopic properties. The element-wise density variable ρe (normally, 0 for
void and 1 if material is present in that element) becomes the main variable in this optimization problem.
Both the Helmholtz filter and projection functions were utilised to encourage a binary design [4], since
those intermediate densities are not practically useful.

It is worth noting that ρe = 0 doesn’t represent void here in this study. A good reason for this is that
the void in a surface would lead to aerodynamic problems in wind tunnel tests and real-life applications.
The structure itself would perturb the boundary layers even without the surface waves. Two materials are
present in this metamaterial surface. The wave speeds cL and cS are different in these two materials and
some interesting phenomena, such as wave scattering can be observed. A simple yet illustrative example
of this is shown in Figure 2, where a circular inclusion with a different material was added to the centre of
the rectangular domain. This is one of the fundamental working principles behind acoustic metamaterials
and shows the possibility of using a metamaterial surface to generate the desired waveform for the purpose
of drag reduction in the future. By carefully choosing the types of materials and their distribution in the
design domain, various waveform can be achieved, which could be used in future wind tunnel tests.
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Figure 1: Location of the circular inclusion in the domain

Figure 2: Top: Wave being scattered when encountering the circular inclusion; Bottom: Refer-
ence case with a homogeneous domain
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Helmholtz resonators have shown promise as wall-embedded modifications for manipulating near-
wall turbulence. They thereby have the potential to control the wall-shear stress (WSS). Flynn
et al. [1990] and Flynn and Panton [1990] demonstrated how the natural frequency of a macro-
Helmholtz resonator (MHR), which has an orifice diameter similar to the boundary layer thick-
ness (d ∼ δ), can be tuned to interact with turbulence near the wall, leading to an increase in
streamwise and wall-normal velocity fluctuations downstream of the resonator. Recent work by
Dacome et al. [2024] focused on the effects of a miniature Helmholtz resonator (mHR), whose
orifice diameter scales as d ∼ ν/uτ , on different temporal scales of near-wall velocity fluctuations.
They found that near the resonator’s natural frequency, the energy of the streamwise velocity
fluctuations is amplified downstream of the resonator. This amplification is accompanied by a
reduction in the larger-scale energy of streamwise velocity fluctuations. Hassanein et al. [2024]
further investigated the flow-interaction mechanism of a mHR. By assessing the mechanism on a
per-scale basis—with the aid of the local, spectral impedance condition present at the resonator’s
orifice—an explanation was provided for the attenuation and intensification of turbulence scales.
They also examined the effects of the resonator on WSS and found that the resonator decreases
WSS within close proximity downstream of it.

Despite the valuable insights provided by Hassanein et al. [2024] into the downstream effects
of a mHR on WSS, there remains a need to understand and quantify the resonator’s effects over
a larger area and to assess the added pressure drag acting on the resonator’s orifice. Additionally,
there is currently no insight into the behavior of a mHR as a meta-unit in an array configuration;
insight into this is valuable for scaling up the number of resonators to achieve flow control surfaces.

To address these gaps, a high-fidelity direct numerical simulation (DNS) of turbulent open-
channel flow was performed, over a single resonator, replicating the flow conditions of the exper-
iments conducted by Hassanein et al. [2024]. This is supplemented with a time-resolved particle
image velocimetry (TR-PIV) experimental study involving twomHRs in a tandem configuration,
with variable spacing between the orifices.

Here, we present the spatial fields of the streamwise Reynolds stress obtained from DNS, high-
lighting the integral effect of the resonator on the streamwise velocity fluctuations u′u′ (Fig. 1a).
The effect of the resonator on the streamwise velocity fluctuations is more apparent in Fig. 1b,
where the percentage difference in the streamwise Reynolds stress with respect to a smooth-wall
case is shown. Above and slightly downstream of the resonator, u′u′ is amplified by more than
20%, followed by an attenuation of u′u′ that reaches 6%.

Similarly, we present the spatial fields of the streamwise Reynolds stress obtained from the
TR-PIV measurements around the two resonators separated in the streamwise direction (Fig. 2a),
along with the percentage difference in the streamwise Reynolds stress compared to a smooth-
wall case (Fig.2b). A similar trend in energy manipulation is observed when the two resonators
are placed in tandem, in comparison to a single resonator.

The full conference contribution will comprehensively address the effects of a single resonator
on drag and provide key insights into the behavior of two resonators in a tandem configuration.
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Figure 1: Contours of (a) the streamwise Reynolds stress around the resonator and (b) the
percentage difference in the streamwise Reynolds stress relative to the smooth-wall case, obtained
using DNS.
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Figure 2: Contours of (a) the streamwise Reynolds stress around the two resonators and (b)
the percentage difference in the streamwise Reynolds stress relative to the smooth-wall case,
obtained using TR-PIV.
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Data-driven flow control 
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Data-based control of fluid systems aims at manipulating flows whose dynamics and receptivity to 

external forcing are known from measurements only. This type of control is particularly attractive for 

physical systems whose governing equations are elusive or too complex for a model-based approach. 

Data-based control critically relies on system identification, a discipline that recovers amodel equation 

of a physical system from input-output data streams. In this talk, we will touch on rudimentary but 

fundamentalconcepts of control setup, system identification, and optimal control design. Identification 

based on impulse responses, subspace projections, and dynamic observers will be treated, together with 

model-predictive control algorithms. Applications to generic flow configurations will demonstrate 

the efficacy and usefulness of these techniques under realistic conditions. 
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Abstract:
Reinforcement Learning (RL) has emerged as a powerful tool for controlling complex dynam-
ical systems [2], delivering remarkable results across a diverse range of application domains,
from robotics to fluid dynamics, including flow control. Notably, in the context of flow con-
trol, key applications include navigation problems [5] and the optimization of external flows for
drag/perturbation minimization [3, 6]. These applications are not surprising: although often
presented as one of the three main paradigms in machine learning – alongside supervised and
unsupervised learning – due to its interdisciplinary nature, RL can be analyzed from multiple
viewpoints, including optimal control [4, 1]. Specifically, certain RL algorithms can be inter-
preted as fully data-driven counterparts to discrete-time optimal control strategies based on the
Bellman equation [1], where the policy (i.e., the control action) is learned through interactions
with the environment, with the objective of maximizing or minimizing a reward or value function,
with or without physical priors.

Crucially, reconciling RL with traditional control theory also highlights its potential limita-
tions. Issues such as lack of observability, controllability, time delays, and system uncertainties
cannot be bypassed through off-the-shelf applications of these tools. Additionally, when applied
to high-dimensional environments, RL’s exploration-driven approach often leads to sample in-
efficiency, convergence to suboptimal local minima, and challenges in ensuring safety in critical
applications. In this talk, we will discuss some of these challenges and briefly introduce potential
solutions, such as optimistic-order methods, credit-assignment strategies, and model predictive
control approaches hybridized with RL.

This contribution draws upon the research of past and present students and collaborators,
including Michele Alessandro Bucci, Rémy Hosseinkhan-Boucher, Luigi Marra, and Amine Saibi.
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Abstract:

This work presents an innovative approach for driving active flow control of wingtip vortices
on a finite wing via synthetic jets. The gradient-enriched Machine Learning Control (gMLC)
algorithm[1] is chosen as optimization tool to drive the control strategy toward an optimal volt-
age signal provided to the actuator. The experiments are conducted in a subsonic open-circuit
wind tunnel with a rectangular test chamber 300 × 400 mm, operated at a mean free-stream
velocity of 12 m/s. The test article is a rectangular finite-span wing mounting a NACA 0015
airfoil, a chord of c = 0.05 m and wingspan b = 0.10 m, mounted at a negative angle of attack of
-5 ◦. Control signals are created by a signal generator, amplified and fed to a loudspeaker that is
incorporated into the hollow sting of the test article. A fast multipass process [2, 3] is employed
to acquire and process Stereo-Particle Image Velocimetry (S-PIV) measurements to quantify the
effectiveness of the control strategies. S-PIV image pairs are acquired in a plane downstream
of the wing (z/c = 5) within a square image field of 0.3c × 0.3c, centered on the right wingtip
vortex (Figure 1).The generic control law can be expressed as b(t) = K(h(t)), where h(t) rep-
resents a set of harmonic functions built from a reference actuation frequency fa, chosen equal
to the Crow instability frequency. The aim of the optimization process is to find the control
law K∗ minimizing the cost function J = ⟨ζ̄∗c ⟩/⟨ζ̄∗u⟩, being ⟨ζ̄∗c ⟩ and ⟨ζ̄∗u⟩ spatial averages of the
dimensionless vorticity of the mean flow in the controlled case and in the baseline condition,
respectively. Different optimization runs are conducted by evaluating waveshapes of the input
voltage signal showing an increasing level of complexity in the recombination of the functions in
h(t) . The gMLC-optimized controllers achieves a mean vorticity reduction of up to 71 % of the
baseline condition. The effectiveness of optimal control laws is proven through time averaged
maps of streamwise vorticity (Figure 2) and through the effect on vortices’ unsteady behavior in
phase-averaged measurements, where it can be seen that the gMLC-optimized controller is able
to mitigate the outward displacement of the vortex during its periodic motion (Figure 3).
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Figure 1: S-PIV measurements setup: the red-contoured square zone represents the vortex core
region corresponding to the image field.

Figure 2: Dimensionless time-averaged vorticity fields maps ⟨ζ̄∗⟩ for the baseline condition and
gMLC-based most performing control case.

Figure 3: Phase-averaged evolution of the vortex position at z/c = 5 for (a) a sinusoidal control
(SC) law and (b) a gMLC-optimized control. The black dotted line represents the wing trailing
edge projection, while the numbers represents the increasing phase. The time-averaged position
is marked with a red dot.
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Abstract:

The non-linearities and the large range of scales challenge our ability to model and control turbulent
flows. However, the ubiquitous nature of turbulence motivates unabated research efforts. The closed-loop
control of unsteady turbulent flows requires the ability to sense the flow state. This presentation will
introduce the research roadmap toward developing bio-inspired sensors for turbulent flows.

In the last years, both linear [1] and non-linear [2] flow estimation tools were developed. The talk
will highlight as the state of the art techniques require an intractable number of sensors, making the data
acquisition and analysis unfeasible in a practical scenario [3]. Data rate of practical applications is further
challenged by the Nyquist criterion leading to a requirement of high-repetition-rate sampling.

Our recent findings show that many complex flows can be represented on low-dimensional manifolds
[4]. The availability of a reduced set of coordinates for state representation is a key enabler for the choice
of a sparse set of sensors in space [5]. The observation of natural fliers, moreover, suggests that classical
Nyquist sampling might be overcome. I will discuss how insects estimate the flow surrounding them with
a few event-based sensors embedded in their wings [6]. Algorithms for event-based signal processing avoid
aliasing without the need for high-frequency periodic sampling, reducing the amount of data needed to
estimate complex temporal series [7]. This could enable flow estimation with easy-to-handle and cheap-to-
compute data. Coupling manifold learning and event-based sensors we could develop sensors for turbulent
flows with easy-to-handle data rates.

References
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Abstract: 
 
Turbulent flows, ubiquitous in engineering systems from aircraft to energy devices, pose critical 
challenges in drag management and thermal efficiency. Traditional control strategies, which often rely 
on empirically designed functions, struggle to cope with the multiscale complexity and nonlinear 
dynamics of turbulence, particularly in extreme scenarios such as wall-bounded turbulence at high 
Reynolds numbers (𝑅𝑒!) and turbulent convection at high Rayleigh numbers (𝑅𝑎). These limitations 
highlight the need for adopting deep reinforcement learning (DRL), which provides an adaptive, data-
driven control approach to address the intricate nonlinear relationships in turbulent flows. 
We implement a unified DRL framework using the Twin Delayed Deep Deterministic Policy Gradient 
(TD3) algorithm coupled with direct numerical simulations (using the AFiD code), as shown in figure 
1. For drag reduction in channel flows with 𝑅𝑒! up to 1000, wall actuation via blowing and suction is 
optimized using the streamwise velocity fluctuations in the near-wall region. In turbulent Rayleigh-
Bénard convection with 𝑅𝑎  up to 5 × 10" , temperature fluctuations at the wall are dynamically 
adjusted based on boundary layer thermal signals. Both systems employ an Actor-Critic architecture 
where the policy network continuously interacts with flow simulations to maximize predefined rewards 
(drag reduction rate or Nusselt number).  
The DRL controller achieves 27.7% drag reduction at 𝑅𝑒! = 1000 [1], significantly surpassing the 
performance of traditional opposition control methods. Simultaneously, it enhances heat transfer by 
38.5% in convection systems through spatiotemporally optimized thermal boundary modulation, 
achieving more than 1.5 times the performance of empirical sine-form temperature distribution 
methods. These results demonstrate DRL's unique capability to decode multiscale turbulence 
interactions and establish control principles in wall-bounded turbulence and turbulent convection.  
 

 
Figure 1: Flow chart of reinforcement-learning-driven turbulent control 
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Abstract:
We experimentally investigate the response of a turbulent boundary layer (TBL) to a spatially imposed
wall-forcing in the spanwise direction, which is a well-established method to achieve turbulent friction drag
reduction [1]. The study implements a square-wave (SqW) type discretization of the traditionally studied
steady spanwise wall velocity: Ww(x) = A sin(2πx/λx)[2], where A and λx represent forcing amplitude
and wavelength, respectively. The experimental setup comprises an array of 48 streamwise-spaced belts
(fig. 1 a,b) [3] that can be activated to run in alternating spanwise directions. This setup allows to
investigate the influence of wavelength on the streamwise evolution of a TBL at λ+

x = 471 (sub-optimal;
green), 942 (near-optimal; blue), and 1884 (post-optimal conditions; red), while fixing the amplitude,
A+ = 12, at friction Reynolds number, Reτ = 960 (based on the inflow TBL thickness δ0 = 70 mm), by
using particle image velocimetry (PIV; fig. 1 c).

At the initial imposition of forcing (x/δ0 ≤ 0.5), fig. 2 (FOV1) a markedly similar attenuation pattern
of the turbulent stresses across all wavelength regimes is observed, with −uv+ decreasing by approximately
80% within x/δ0 ≲ 0.1, while uu+ exhibits a more gradual response. Subsequently, the (sub-)optimal
regimes display a (nearly-)streamwise homogeneous response. Interestingly, however, in the post-optimal
case, of which FOV1 captures one complete wavelength (i.e., λx ∼ 2δ0), the turbulence reflects a signifi-
cant recovery over the half-phase, most notable in the Reynolds shear stress. Following this intra-phase
recovery, the turbulence is ‘re-attenuated’ near x/δ0 ≈ 1, where the wall-forcing direction reverses. This
modification can plausibly be linked to the phase-wise ‘rate-of-change’ of the Stokes strain, ∂2W/∂x∂y
(i.e., Stokes strain rate; SSR). Agostini et al. [4] found the SSR to interact, and effectively attenuate the
near-wall self-sustaining cycle through a strong vortex tilting/stretching mechanism, while the turbulent
dynamics were found to recover under a near-zero SSR. Assuming a laminar Stokes layer solution [2, 3],
the SqW is characterized by localized regions of high SSR (hence, turbulence attenuation), while there
is only minimal spatial variation of ∂W/∂y over the rest of the half-phase where Ww is constant (i.e.,
turbulence recovery). Supporting this hypothesis, the post-optimal case under fully established forcing
conditions (FOV2) in fig. 3(d) exhibits significant intra-phase variations in the streamwise stress, which
is highlighted by subtracting its phase-averaged value ⟨uu⟩+x . We observe a notable attenuation follow-
ing each forcing reversal (x/δ0 ≈ 9.75, 10.75) while the stress recovers to a maximum preceding these
regions. A similar trend is also reflected by the wall-normal location of the streamwise stress peak (black
‘+’-marked lines). Ongoing analysis aims on further elucidating these intra-phase recovery phenomena
through the budgets of turbulent production and transport, which will be presented at the conference.
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Figure 1: (a) Schematics of the experimental apparatus, of which (b) shows a photographic. (c)
Schematic of the multi-camera PIV (2D-2C) experiment, conducted at the initiation of forcing
(FOV1) and in the fully-established region downstream (FOV2). Coloured arrows and belts
indicate their respective positive (red) and negative (blue) Ww for the specific case of λ+

x = 942.

Figure 2: Streamwise evolution at the onset of
actuation (FOV1), of (a) Cf , (b) the peak mag-
nitude of uu+, and (c) −uv+ at y+ = 15. Wall-
forcing at A+ = 12, for respectively, λ+

x = 471
(green; sub-optimum), λ+

x = 942 (blue; near-
optimum), λ+

x = 1884 (red; post-optimum),
and the non-actuated reference (black).

Figure 3: Streamwise evolution under estab-
lished forcing (FOV2) of (a) Cf , and (b-d) x−y
contours of phase-wise variation of uu+−⟨uu⟩+x ,
for the three respective wavelength regimes,
black ‘+’-marked line denoted the wall-normal
height of the near-wall peak. Coloured patches
indicate the belts’ position and their respective
positive (red) and negative (blue) Ww.
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Abstract: In previous work, we have derived analytically and numerically simulated the statistical development of 
the round turbulent jet, from the jet exit and across the self-similar region [1]. These inferences were based solely 
on the fundamental assumption of the existence of the Galilean Symmetry Group and a constant density Newtonian 
fluid. Hence, we are not implementing the equations governing fluid flow, but instead basic symmetries that 
translate directly to the relevant conservation laws through Emmy Noether’s theorem [2]. 

The only inputs required using this methodology are the initial flow statistics (e.g. the initial mean velocity 
profile), which will vary between different flow generators, and the kinematic turbulent (eddy) viscosity, which 
specifies how the turbulent diffusion affects the development of the flow.  
 In the present work, these concepts of methodology have been extended to pipe flow boundary layers and 
flat plate zero pressure gradient (ZPG) boundary layers. The pipe flow boundary layer solution is achieved simply 
by keeping the cylindrical coordinate system formulation of the round jet and extending a cylindrical no-slip surface 
from the initial profile and downstream. The ZPG boundary layer is formulated using the same methodology, in a 
Cartesian coordinate system with no-slip along the flat wall.  

The recursive program yields directly the relevant differential equation, simply from physical reasoning, 
from which we will also derive an analytical solution to the mean velocity profile in each case. The relevant 
differential equations describe, as for the round jet, the diffusion of momentum, similarly to the heat conduction 
equation describing the diffusion of heat. A control volume analysis of each respective flow describes the 
momentum diffusion due to internal shear forces. Our equations cover both the developing turbulent flow as well 
as the flow in the self-similar regions and the agreement with experimental data is excellent. 

Figure 1 shows the laminar ZPG boundary layer (Blasius) simulated for three different developing times 
/ lengths using our recursive numerical solver. The profiles are similarity scaled and overlap perfectly. The fact 
that the Blasius profile is achieved validates the numerical method based on laminar flow.  

Figure 2 shows measurement data for a turbulent ZPG boundary layer for a wall friction-based Reynolds 
number Re=6.000 (blue squares) along with results from our numerical simulations (black line). The simulations 
have been fitted to the measurement data by adapting the turbulent (eddy) viscosity. The simulations can thus be 
used as a tool to solve for the turbulent (eddy) viscosity from measured profiles, and thereby the turbulent 
momentum diffusion, as a function of the wall-normal coordinate. This information may be valuable for turbulent 
boundary layer modeling applications. Figure 3 shows the simulated development of the turbulent pipe flow 
boundary layer profile, from an initial 100th order Super Gauss profile. These results will be compared to the 
measurement results of [4].  

The resulting simulations and analytical solutions for both turbulent boundary layer cases will be analyzed 
in detail, in particular with respect to the details of the near wall velocity profiles. This numerical tool will also be 
used to predict the statistics of the turbulent velocity fluctuations.  
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Figure 1: Simulated Blasius boundary layer solution for Re=6.000. Three perfectly overlapping similarity scaled 

velocity profiles are displayed for three respective time steps: Green 75.000, Blue 150.000, Red 300.000. The 
discrete time step t =10-5 s. The boundary layer thickness is scaled by ~(t)1/2 or (x/U)1/2, as in the Blasius 

boundary layer solution or Stoke’s first problem. 
 

 
Figure 2: Turbulent ZPG boundary layer velocity profile for Re = 6.000. Blue squares: Measured average 

velocity profile [3]. Black line: Numerical solution yielding the turbulent momentum diffusion (eddy viscosity) as 
a function of wall-normal distance.  

 

 
Figure 3: Turbulent pipe flow computed for a 10 mm diameter straight pipe with air. Initial profile: 100th order 

Super Gauss, Developing profiles after 10, 100, 300, 1000 time steps, t=10-5 s. 
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Abstract: 
In the last few years we have developed a modeling framework to generate instantaneous streamwise 
velocity profiles able to reproduce adequately the statistical properties of experimental datasets 
acquired in  rough wall, canonical, turbulent boundary layers (Ehsani et al., 2024a).  
The experiments were performed in the SAFL wind tunnel (Heisel et al., 2020) and in the atmospheric 
surface layer within the EOLOS Wind research facility in Rosemount, MN, USA (Iungo et al. 2024). 
Instantaneous profiles are constructed from a sequence of velocity steps that represent the dynamic 
contribution of Uniform Momentum Zones (UMZ) and internal shear layers to the structure and 
variability of wall turbulence (see Meinhart et al, 1995 De Silva, 2006, Heisel 2020).  
The probabilistic distributions of UMZ attributes, including the modal velocity um, the elevation zm and 
the thickness hm , were extracted  from spatially resolved measurements obtained by Particle Image 
Velocimetry (PIV). An inverse transform sampling technique is used to invert the height-dependent 
cumulative distribution functions and generate a rich ensemble of (differently correlated) UMZ 
attributes starting from the wall and extending throughout the logarithmic region, as illustrated in Fig 
1. The validation of this low dimensional model was based on the velocity jump between UMZs, which 
was not imposed in the generation process and was observed to correctly scale with the shear velocity 
u*.   

 
Figure 1: a) PIV field and UMZ detection; zi -dependent distribution of UMZ heigh hm (b)  and modal 
velocity um (c), leading to the associated cumulative density functions, (d), (e) , respectively, which can 
be inverted using random numbers [0-1] to generate each step height hmi and UMZ velocity 
umi..Consecutive steps contribute to form the instantaneous velocity profile, which can be generated 
efficiently in large numbers (f) 
 
The extension from instantaneous velocity profiles to a two-dimensional modal velocity field is   
described in Ehsani et al. (2024b). Independent, stochastically generated, profiles were connected to 
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each other using different algorithms capturing: the similarity of the profiles, the alignment of the 
internal shear layers, or the coherence in the modal velocities. An example of reconstructed modal 
velocity field is plotted in fig 2 (comparing measured vs generated streamwise velocity contours).  
In addition to UMZs and shear layers, the third reconstructed feature, currently under investigation, the 
properties of vortex cores, including their intensity, size, and location. Those were identified in the PIV 
dataset and statistically characterized by Heisel et al. (2021). They have been preliminarily inserted in 
the shear layers separating UMZs, including the one just above the surface. The metrics employed to 
validate our hierarchy of models include the mean and r.m.s. flow statistics as well as the streamwise 

velocity power spectrum. The 
modal velocity reconstruction 
has been tested on both smooth 
and rough walls, over a wide 
range of Reynolds numbers. 
The overall goal is to provide 
and validate a modeling 
framework for the generation 
of a synthetic near wall 
regions, extending into the 
logarithmic layer, reproducing 
the variability and stochasticity 
of wall turbulence, and able to 
interface with large scale 
domain flow simulations.    
 

Figure 2: (a) Time resolved PIV measurements in the Atmospheric Surface Layer (ASL) reprojected in 
space;  (b) reconstructed modal velocity field starting from the same first initial step-like profile   
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On the manipulation of coherent structures in
turbulent flows using Fourier-based wall modifications

Yaren Dincoglu 1, Suyash Verma 2 and Arman Hemmati 3

1 Mechanical Engineering, University of Alberta, Edmonton, Canada

key-words: Turbulent Flow Control, CFD

Abstract:
Turbulent pipe flow can be described by coherent structures that can extract, dissipate, or hold energy

[1]. These structures respond to perturbations induced by changes in geometry or surface conditions,
leading to lasting effects in turbulent flow behavior. For example, Antonia & Luxton (1971) demonstrated
that the turbulence structure in the inner layer was strongly influenced by the roughness of the pipe, while
Smits et al. (1979) identified that a non-monotonic response could be induced by a short region of concave
curvature. More recent studies [4,5] have identified unique azimuthal structures in turbulent pipe flow
that contain turbulence kinetic energy (TKE) and drive turbulence production. Van Buren & Hellstrom
(2017) highlighted these interactions by modifying the cross-sectional shape of the pipe to selectively
excite or suppress azimuthal energy modes. A distinct peak of energy was observed in the targeted mode,
with a significant decrease in TKE in all non-targeted azimuthal modes, suggesting a potential method
for manipulating coherent structures to effectively control turbulent pipe flow. An understanding of the
effects of geometric variations in wall modifications is essential for advancing a potential turbulent flow
control strategy.

This study expands on existing research by investigating the mechanisms responsible for the manipula-
tion of near-wall turbulence and energy distribution using targeted Fourier-based wall modifications. The
influence of the thickness and length of the wall modification on flow response and recovery is assessed.
The varying geometries are shown in Figure 1. Wall modifications are implemented as pipe-inserts and
are numerically assessed using Large Eddy Simulation (LES). Preliminary LES results for a pipe-insert
of length 4D and thickness 0.1D (where D represents the pipe diameter) reveal coherent structures with
high rotation near the wall that persist up to x/D = 5, presented in Figure 2. Initial steady-state model-
ing further demonstrates a non-monotonic TKE response across various geometries, where both increased
length and thickness lead to higher stream-wise TKE peaks. Increasing the pipe-insert thickness intensifies
the near-wall momentum exchange (primarily governed by the Reynolds shear stress), thereby inducing
turbulent convection in the perturbed flow and inducing a sharper TKE peak that delays recovery. Fur-
thermore, an increase in pipe-insert length maintains the induced Reynolds stress gradients caused by
the insert’s sinusoidal shape for a longer distance, allowing persistence of targeted coherent structures
near the wall of the pipe. Future POD (Proper Orthogonal Decomposition) analysis will characterize the
dynamics of induced coherent structures and provide new insights into turbulence control strategies.
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Figure 1: Fourier pipe-insert geometry

Figure 2: 2D Q-Criterion contour plots at several span-wise locations

33



 

34



 

 
               iTi CONFERENCE ON 
                   TURBULENCE XI 
                                              July 27- 30, 2025 | Bertinoro, Italy  

 

 

 

 

           ORAL PRESENTATION 

 

 

 

  

35



 

 
 

36



 

Urban Aerodynamics and Turbulent Dispersion. 
Christina Vanderwel1 
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Abstract: 
The accurate understanding of urban aerodynamics at pedestrian-relevant scales and how air pollution 
dispersion is influenced by heterogeneous urban terrain is important for air quality forecasting and to 
inform urban planning and policy.  
 
In the University of Southampton Recirculating Water Tunnel, we are able to perform high-fidelity 
experiments using scaled building and city models with a passive dye as a surrogate for air pollution. 
Simultaneous Particle Image Velocimetry (PIV) and Planar Laser-Induced Fluorescence (PLIF) 
capture full two-dimensional quantitative images of the velocity and concentration at the fine scales 
near the pollution sources and at the city scale. Case studies include smooth turbulent boundary layers 
[1], isolated buildings [2], and full neighbourhood-scale models [3] to directly measure the advective 
and turbulent transport mechanisms important to these flows. 
 
The results highlight the role of tall buildings and local geometry on the turbulent diffusion processes 
and reveal the limitations of current turbulent dispersion models in the context of simplified, urban, 
and indoor applications. 
 
Funding by the UKRI Future Leaders Fellowship (MR/S015566/1 and MR/Y020014/1) is gratefully 
acknowledged. 
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Figure 1: Photo of the PIV/PLIF experiment to measure turbulent dispersion over a 1:1000 scale city 

model in the recirculating water flume using fluorescent dye. 
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Abstract 

 

Wind tunnel experiments were conducted on multiscale building model arrays immersed in a deep 

turbulent boundary layer. Reference cuboid models of aspect ratios 1 and 3 were used (Standard and Tall 

respectively), each with two fractal iterations which systemically added smaller length scales, totalling 

in six building models and, in turn, six roughness arrays of varying length scales. Through these 

iterations, the frontal and plan solidities, 𝜆𝑓 and 𝜆𝑝 respectively, are kept the same (and so are the average 

height and width of the buildings) to isolate the effects of the additional length scales on the flow 

structure and the aerodynamic parameters. Three-dimensional Laser Doppler Anemometry 

measurements were taken to measure the mean velocity profiles along with a pressure tapped model in 

each array, see Figure 1, allowing for a direct calculation of the friction velocity, 𝑢𝜏, and an estimation 

of the virtual origin, 𝑑, using Jackson’s (1981)[1] interpretation. Vertical velocity profiles we were taken 

above the canopy at various downstream locations as well as up to 18 in-canopy profiles within a 

repeating unit for each building model to allow for the velocity profiles to be spatially averaged (Figure 

2). Preliminary results suggest that 𝑑 increases slightly with the addition of smaller length scales. The 

pressure also gives a good approximation for the virtual origin when compared to its evaluation from 

costumary log law fitting procedures. The roughness length, 𝑧0, shows a significant increase with each 

iteration for the Tall models, which is in contradiction to many morphometric methods that would 

suggest it should remain unchanged given the fixed frontal and plan solidities. For the Standard models, 

𝑧0, increases from iteration 0 to 1 and then decreases for iteration 2. This is in line with the trend seen 

for the drag of these models in isolation (Southgate-Ash, 2024[2]). The friction velocity calculated from 

pressure is found to be within 10% of that estimated from the Reynolds shear stress (Reynolds & Castro 

2008[3]). The talk will discuss the effect of additional length scales on flow similarity as well as the extent 

of the roughness and inertial sublayers. 
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Figure 1: Wind tunnel set up showing [1] Irwin spires, [2] floor roughness, [3] building models, [4] 

above canopy vertical profile measurement points, [5] in canopy vertical profile measurement points, 

[6] pressure tapped building model, [7] LDA shroud, [8] LDA probs and [9] LDA mirror.   

 

 
 

Figure 2: Mean streamwise velocity profiles of Standard (left) and Tall (right) arrays. Dashed line 

represents the boundary layer height.  
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Energetic aspects of the Reynolds analogy in
rough-wall turbulent forced convection

F. Secchi1, D. Gatti1, U. Piomelli2 and B. Frohnapfel1

1 Institute of Fluid Mechanics, Karlsruhe Institute of Technology, Karlsruhe, Germany
2 Department of Mechanical and Materials Engineering, Queen’s University, Kingston, Canada
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Abstract:
The Reynolds analogy relates momentum and scalar transfer between a flow and a solid surface.
In practical applications, the analogy breaks down due to pressure-driven momentum exchange,
which does not equally affect scalar transfer. In turbulent flows over rough walls, the dissimilarity
grows with the roughness Reynolds number, k+ = k/δν (k represents the peak-to-trough height
of the random roughness topography, and δν is the viscous length scale). While the phenomeno-
logical reason behind this disparity is understood, no consensus exists on a scalar transfer law
as a function of k+ [1].

We present an alternative framework for assessing the Reynolds analogy and apply it to rough-
wall channel flow, replicating two direct numerical simulation (DNS) cases presented in [2, 3, 4].
The DNSs are performed using the solver Nek5000 and a body-fitted mesh to resolve the random
roughness topography. Two roughness regimes are explored: k+ = 15 and k+ = 90. In both
cases, a unit Prandtl number is considered. The approach seeks similarity between the kinetic
energy K = uiui/2 and the half-squared magnitude of the scalar field, Γ = ϑ2/2 (ui indicates the
ith velocity component, ϑ is the scalar field, and summation is implied over repeated indices).
For statistically stationary flow, the similarity reflects into structurally similar equations for the
mean mechanical energy B = K + (p/ρ) and Γ (with p and ρ being, respectively, the pressure
and fluid density; an overline denotes time averaging). Integration of these equations in the
channel volume leads to an equivalence between the mean bulk velocity and scalar to the volume
averages of the respective mean dissipation rates, νωiωi and αϑ,i ϑ,i (ωi is the ith vorticity
component, and partial differentiation is denoted with a comma subscript). This equivalence
enables the assessment of mean-flow dissipation contributions, Em and Em

θ , and turbulent-flow
dissipation contributions, E t and E t

θ, to the mean bulk velocity and scalar, as shown in figure 1.
The assessment of the time-averaged dispersive dissipation fields, reported in figure 2, identifies
attached, exposed regions (AER) and well-mixed regions (WMR) to contribute differently to the
mean momentum and scalar transfer. Conditional averaging of the mean dissipation rates in
these regions show that, at high k+, AER dominate the mean momentum and scalar transfer, in
particular enhancing the former in comparison to the latter. This result is reported in figure 3.
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Figure 1: Mean and turbulent flow contributions to the mean bulk velocity and scalar. , Em;
, E t; , Em

θ ; , E t
θ. The figure is adapted from [4].

Figure 2: Time-averaged dispersive dissipation rates. k+ = 15 (a, b), and k+ = 90 (c, d) cases(a,

c) ωi
′′+ωi

′′+; (b, d) θ,i
′′+

θ,i
′′+

. Red-dashed lines denote AER; blue-dashed lines indicate WMR. A
double prime is used to denote dispersive fluctuations with respect to the time and space average.
A + superscript indicates viscous-scaled quantities. The figure is adapted from [4].
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Figure 3: AER and WMR contributions to the mean dissipation rates. (a), k+ = 15; (b),
k+ = 90. , AER; , WMR; , sum of AER and WMR contributions; a black solid outline
indicates Em and Em

θ . The figure is adapted from [4].
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The influence of wall-normal oscillating roughness on
a turbulent boundary-layer
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key-words: Turbulent Boundary Layers, Flow-control

Abstract:

One strategy for the manipulation of turbulent structures is wall-normal deformation (1). To explore
this strategy, an experimental device for wall-normal forcing in the form of oscillating roughness elements
is developed. The setup produces strips of hemispherical bumps by inflating a rubber membrane through
a perforated metal plate using compressed air. Dynamic forcing is achieved via in-line solenoid valves -
enabling oscillating and travelling wave roughness. Schematics of the construction of the device are shown
in Fig. 1a,b. As a first step, experiments aimed at characterising device capabilities have been carried
out in a boundary-layer wind-tunnel at zero pressure-gradient conditions. Flow statistics are acquired
using hot-wire anemometry at five streamwise locations on the device as shown in Fig. 1c. The static
smooth flow (i.e. when the device is off, left in Fig 1b) has Reτ ≈ 1000 while the static rough flow (right
in Fig 1b) has Reτ ≈ 1400 with the Hama roughness-function, ∆U+ ≈ 4. Subsequently, the roughness is
oscillated between these two states (Fig. 1d) at a dimensionless time-scale, Tδ/U∞ ≈ 100 or T+ ≈ 5100
(corresponding to a physical frequency of 2Hz). Contours of the pre-multiplied energy spectra of the active
case (dashed lines) are shown superimposed over those of the static smooth and rough cases (solid, filled)
in Fig. 2(a,b) respectively. The additional energy from the perturbation appears in a spectral band outside
the energetic scales of the flow (exact time-scale marked by the horizontal dotted-line). However, for the
active case, the energy associated with the near-wall cycle (centred at T+ ≈ 100) seems to extend further
away from the wall than the smooth case, though not as far as the static rough case. Fig. 3a-c shows
the phase-averaged mean velocity profiles of the active case, taken at the most downstream location. At
ϕ = π/2 and ϕ = 3π/2, the phase averaged profile is seen to match the mean profiles of the static smooth
and rough cases respectively (Fig. 3a) and remains matching until the surface condition is changed - i.e.
the flow achieves a quasi-equilibrium with the wall. However, shortly after the wall condition changes, the
velocity profile begins to transition from these states of quasi-equilibrium. At ϕ = 0.1π (Fig. 3b), which
is soon after the surface transitions to smooth, most of the mean-profile continues to remain at the rough
limit, except near the wall where the profile has commenced transitioning towards the smooth state. The
opposite is seen just after the surface transitions to rough (ϕ = 1.2π, Fig. 3c). In both Fig. 3b and c, the
height of the developing internal layer at that instant in phase (defined as the height at which the phase
averaged profile deviates from the static curve corresponding to the previous wall state) is marked by the
filled circle. This height is tracked through all phase positions and at all measurement locations and is
shown in Fig. 3d. While the height to which the internal layer grows is limited by the streamwise fetch
from the leading edge of the device, the rate (dz/dt) at which it grows is seen to be nearly matched at all
locations - approximately 0.4Uτ (of the static smooth state). This implies that for a periodic wall-normal
forcing to affect the log-region (z+ > 100), a periodicity of T+ > z+/0.4 = 250 is required. Hence, wall-
normal forcing at slower time-scales will necessarily be drag increasing due to the quasi-equilibrium with
the rough state. Consequently, measurements are planned in a turbulent water-tunnel, where oscillations
at time-scales of 15 ⪅ T+ ⪅ 150 can be achieved. At these oscillation speeds, only the buffer layer (6 - 60
wall units) is expected to be affected by the dynamic wall state due to the growing internal layer. This
will permit the non-equilibrium regime to be explored. The findings of this next campaign will also be
presented at the meeting.
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Figure 1: (a) Construction of the active surface roughness device; (b) the two static states of a
single roughness element; (c) layout of the device in the wind-tunnel working section with the
flow direction indicated by the arrow. Measurement locations and their corresponding labels are
indicated by the dots; (d) profile of the roughness element height, kp, plotted against the phase of
the oscillation. The viscous scaling on the right is based on the Uτ of the static smooth flow.

( ) (b)

Figure 2: Pre-multiplied energy spectrograms of the streamwise velocity fluctuations for the (a)
static smooth (unperturbed, black lines) and (b) static rough cases (grey lines). In both panels,
the dashed lines show the dynamic case; the horizontal dotted line marks the exact time-scale of
the oscillations.

(c)

Figure 3: (a–c) Phase-averaged mean velocity profiles of the active case at select phases (dashed
lines, open circles) shown over the static smooth (solid black) and rough limits (solid gray) from
the most downstream measurement. The filled circles in (b,c) indicate the height to which the
internal layer has developed at that phase.; (d) Internal layer height tracked in phase at all
measurement locations (marked in Fig. 1c).
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Abstract: 
The influence of the oncoming flow on the dynamics over a forward-facing step (FFS) of height H is 
investigated using particle image velocimetry (PIV) and direct numerical simulation (DNS) for thin 
laminar and turbulent boundary layers of thickness 𝛿𝛿 𝐻𝐻⁄ ≈ 0.5 for Reynolds number, based on the 
uniform freestream velocity and  𝐻𝐻, 1000 < 𝑅𝑅𝑒𝑒𝐻𝐻 < 11,000. It is shown that very weak perturbations 
can trigger three-dimensional (3D) instabilities, which can excite low-frequency coherent motions 
linked to the generation of large-scales impacting the mean and turbulent structure over the step. 
    The flow over the FFS is a diagnostic configuration to study fundamental instability and separation 
mechanisms. The FFS is a simple 2D geometry with complex dynamics and intrinsic 3D instabilities 
arising from step-induced upstream adverse pressure gradients (APG) and downstream favorable 
pressure gradients (FPG). The FFS is thus a heuristic flow for testing turbulence models [1,2]. The FFS 
is relevant to applications such as damage mitigation for low-rise buildings or noise generation [1-3]. 
    FFS flows are characterized by two separation regions: one at the foot of the step due to the APG-
induced BL separation and another immediately downstream of the sharp, salient edge. FFS flows are 
classified using the oncoming BL state, 𝛿𝛿 𝐻𝐻⁄  and 𝑅𝑅𝑒𝑒𝐻𝐻. Most earlier studies have focused on FFS 
immersed in the inner layer of TBL 𝛿𝛿 𝐻𝐻⁄ ≥∼ 4. For these immersed steps, the spectral characteristics 
and scales of the inner layer are impressed on both separation regions [2,3].  
      For 0.3 < 𝛿𝛿 𝐻𝐻⁄ < 2, the time and spatial scales of the oncoming flow and those intrinsic to the step 
are similar and can interact. Figure 1 illustrates the influence of the BL state and ReH for 𝛿𝛿 𝐻𝐻⁄ ∼ 0.5. In 
the figure, mean streamlines superpose contours of the Reynolds shear stress −𝑢𝑢𝑢𝑢.  For 𝑅𝑅𝑒𝑒𝐻𝐻 = 1700, 
the large upstream recirculation is 2D. The shear layer laminar-turbulent transition occurs far 
downstream. At ReH = 4800, an incipient boundary layer separation occurs upstream of the step. This 
region is a source of low-frequency excitation (Fig. 2) triggering a 3D instability of the upstream 
recirculation. This instability results in large scale structures (Fig. 3) transported over the salient edge 
amplifying −𝑢𝑢𝑢𝑢, causing a shorter attachment length. For the TBL at ReH = 8100, the boundary layer 
scales are smaller (Fig. 3) with spectral energy at higher frequencies (Fig. 2). The perturbations still  
trigger the 3D intrinsic instability, but the amplification of motion is less than at 4800 (Fig. 1, 2) 
resulting in a weaker salient edge perturbation, lower turbulence levels and longer reattachment length. 
It will be shown that dynamics and dominant scales can be captured using a low-dimensional model. 
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Figure 1: Mean streamlines overlaid with contours of the Reynolds shear stress −𝑢𝑢𝑢𝑢 for 𝛿𝛿 𝐻𝐻⁄ ∼ 0.5 
and ReH = 1700, 4800 and 8100. Right column is an expanded view about the salient edge. The green 
coloured lines indicate that dividing streamline (i.e. recirculation region). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Dynamics of upstream recirculation region:      Figure 3: Instantaneous vorticity field  for  

(a) Premultiplied power spectral density function         𝑅𝑅𝑒𝑒𝐻𝐻 = 4800 (left) and 𝑅𝑅𝑒𝑒𝐻𝐻 = 8100 (right) 
(b) Probability density function. 
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Abstract:
Wall turbulence exhibits a complex energy transfer process, including both forward and inverse energy
cascades, due to the characteristic dynamics of coherent structures. Since the interscale energy transfer
terms in the energy transport equations are expressed as triple correlation quantities, detailed analysis
by decomposing them into triadic Fourier-mode interactions may provide significant insights to better
understand the mechanism of the interscale energy transfers. In wall turbulence, however, nonlinear
interactions between different scales result in both interscale and spatial energy transports, and it is not
straightforward to separate these two types of transport effects. In the present study, we derive a direct
expression for the interscale energy transfers by Fourier-mode triadic interactions and investigate the
energy exchange between different wavenumbers by analysing DNS dataset of wall turbulence.

Our analysis is based on the DNS dataset of a turbulent plane Couette flow at the friction Reynolds
number Reτ = 126 obtained in our previous study[1], the configuration of which is given in Fig. 1(a).
Figure 1(b) presents the obtained distribution of the interscale energy flux Truu(kx), the flux of streamwise
turbulent energy through streamwise wavenumber kx from lower to higher wavenumber side. As shown
in Fig. 1(b), Truu is basically positive for the entire y-kx range investigated, indicating that the energy is
transferred from smaller to larger wavenumbers (i.e., from larger to smaller scales). The most significant
energy flux is found in the near-wall region at the wavenumber around kxh/2π = 0.62, which approximately
corresponds to the streamwise wavelength λ+

x ≈ 400 (here, + indicates the scaling by the viscous units).
Now, the interscale energy flux of the Reynolds stress is expressed by the Fourier modes as

Trij(kx) = −
(
2π

Lx

)2 α∑ β∑
α, β>kx

|β−α|≤kx

B(−)
ij (α, β) +

(
2π

Lx

)2 α∑ β∑
α, β≤kx
α+β>kx

B(+)
ij (α, β),

where B(+)
ij (α, β) =

4π

Lx
ℜ
(
ũi(α)ũk(β)∂̃kuj

∗
(α+ β) + ũj(α)ũk(β)∂̃kui

∗
(α+ β)

)
,

B(−)
ij (α, β) =

4π

Lx
ℜ
(
ũi(α)ũk

∗
(β)∂̃kuj(β − α) + ũj(α)ũk

∗
(β)∂̃kui(β − α)

)
.

Here, ũi and ∂̃jui are the Fourier mode coefficient of fluctuating velocity ui and velocity gradient ∂ui/∂xj ,
respectively, the overline represents the operation of averaging in time and in the spanwise (z-) direction,
the asterisk and ℜ denote the conjugate and the real part of complex quantities. The above expression

shows that Trij is obtained by integrating −B(−)
ij and B(+)

ij over Region I and Region II given in Fig. 2(a),

respectively. Figure 2(b) presents the distribution of −B(−)
uu and B(+)

uu corresponding to the maximum of

Truu, revealing significant contributions from −B(−)
uu (α, β) in Region I with α ≈ β. These contributions

represent direct energy exchanges between extremely long wavelengths (corresponding to kx ≈ 0) and
relatively short wavelengths in the range λ+

x < 400.
In the presentation at the iTi conference, we will investigate not only forward cascade of streamwise

turbulent energy but also the inverse cascade of spanwise turbulent energy in detail by decomposing them
into the wavenumber-to-wavenumber energy exchanges by triadic Fourier-mode interactions.
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Figure 1: DNS dataset of a turbulent plane Couette flow obtained in our previous study[1]:
(a) configuration of DNS, where the domain sizes in each direction is (Lx, Ly, Lz) =
(96.0h, h, 12.8h), the number of computational grid is (Nx, Ny, Nz) = (2048, 96, 512), and the
obtained friction Reynolds number is Reτ = uτδ/ν = 126 (uτ is the friction velocity and nu is
the fluid kinematic viscosity); (b) wavenumber-space (kx-y) diagram for distribution of interscale
flux of streamwise turbulent energy Truu scaled by u4τ/ν.
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Figure 2: Triadic interactions constituting interscale energy flux Trij : (a) schematics of Rigion I
and Region II for interscale energy flux Trij at wavenumber kx; (b) distributions of premultiplied

bispectra −αB(−)
uu and αB(+)

uu normalised by u4τ/ν in Region I and Region II, respectively, which
correspond to interscale energy flux Truu at wavenumber kxh/2π = 0.62 (corresponding to
λ+
x ≈ 400) and wall-normal position y+ = 16. In the panel (b), the black dashed lines indicate

the same as in the panel (a), the boundaries of Region I and II.
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Abstract:
We derive scaling laws for the spectral density and variance of the streamwise velocity in turbulent
wall-bounded flows by analyzing DNS data from pipe flow up to Reτ ≈ 12, 000. Examination of the
spanwise spectra in the near-wall viscous region reveals the presence of an overlap layer characterized by
an anomalous spectral scaling of the form E+

u ∼ (k+)−1+α, with α ≈ 0.18, deviating from the classical
scaling with α = 0 proposed by Perry et al. (1986). The wall-normal dependence is fully consistent with the
Townsend-Bradshaw model (Bradshaw, 1967; Townsend, 1976), in which wall-attached eddies influence
the near-wall region through turbulent Stokes layers. These findings generalize the results of Pirozzoli
(2024), enabling a complete characterization of spectral density distributions in the near-wall region and
providing a basis for extrapolating the behavior of streamwise velocity variance in the infinite Reynolds
number limit. One important consequence is that the near-wall peak of the streamwise velocity variance
should be bounded at infinite Reynolds number. By isolating the contribution of the wall-attached eddies
to velocity variance, we conclude that this component should increase with Reynolds number and wall
distance, reaching a maximum near the root of the logarithmic layer. Extrapolating the observed trends
strongly suggests the emergence of a distinct outer-layer peak in this region at high enough Reynolds
number. Finally, analysis of the contribution from δ-sized eddies indicates that they dominate the outer
wall layer, where velocity variance is found to decrease linearly with the outer-scaled wall distance to
leading order, with higher-order corrections inversely proportional to wall distance.
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Abstract:

Contributions to the Reynolds shear stress (RSS) in turbulent boundary layers and pipe flows are exam-
ined via Fourier and wavelet decompositions. This analysis is performed on the experimental datasets
of [1] collected at friction Reynolds numbers up to 104 in the Centre for International Cooperation in
Long Pipe Experiments (CICLoPE) at the University of Bologna, the Melbourne Wind Tunnel (MWT)
at the University of Melbourne, and the Flow Physics Facility (FPF) at the University of New Hampshire.

Regions of high cospectral energy density are identified and demarcated relative to noteworthy features
of the streamwise and wall-normal velocity component autospectra. This relationship is then examined
more closely via the RSS coherence spectrum (figure 1) and, most notably, the distribution of relative
phase between the two velocity components (figure 2). The tendency of modes of matched aspect ratio
(i.e. wall distance x2 versus streamwise wavelength λ1) to have matched relative phase in both a mean
and instantaneous sense is explored. This relationship is illustrated in figure 2 below, which (in essence)
shows the mean phase lag between the streamwise velocity and the (negative) wall-normal velocity as a
function of wall-distance and streamwise wavelength. It is shown that the isocontours of relative phase in
figure 2 are parallel to lines of constant aspect ratio over certain subdomains of each flow. This implies
a self-similar organization of the streamwise and wall-normal velocity modes in a mean sense that will
be discussed in the context of the attached eddy hypothesis [2] and the findings of e.g. [3] and [4]. This
mean phase lag relationship is further probed via wavelet decomposition to examine the probability that
any given phase lag will occur for each wavelength/wall-distance pair.
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Figure 1: Magnitude-squared coherence spectrum between the streamwise u1 and wall-normal
u2 velocity components for (a) a turbulent boundary layer at Reτ = 6300 and (b) a turbulent
pipe flow at Reτ = 7700.
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Figure 2: Angle between real and imaginary components of the RSS cospectrum, or ‘relative
phase spectrum’ between the streamwise u1 and negative wall-normal −u2 velocity components
for (a) a turbulent boundary layer at Reτ = 6300 and (b) a turbulent pipe flow at Reτ = 7700.
Regions with low coherence (cf. figure 1) obscured for clarity.
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The temporal growth of fluctuations in homogeneous shear turbulence and its generalization is investi-
gated. We therefore introduce a novel symmetry-based approach and derive a nonlinear eigenvalue problem
(NEVP) that describes the growth of perturbations, where the growth rate is the sought eigenvalue.

Tavoularis (1985) [1] may have been the first to recognize that turbulent kinetic energy in linear shear
flows in the final phase exhibits exponential growth, i.e. K(t) ∝ exp(2λt). The ratio of λ and the constant
shear rate A is known to be a constant for flows at high Reynolds numbers. λ/A ∼ 0.2 seems to be an
upper bound in both experimental and numerical investigations [2].

We employ the incompressible Euler equations to model the phenomena as we intend to investigate
scales way above the Taylor length scale. Furthermore, we apply the Reynolds decomposition u = ū+u′

and assume the mean velocity to be ū = A ·x, where, A is the constant velocity gradient tensor. Besides
the above-mentioned classical homogeneous shear flow, i.e. A = A12, the latter generalization also includes,
rotation, strain, and combinations thereoff.

In order to formulate the NEVP for λ we consider two classical symmetry groups of the Euler equations,
i.e. the scaling in space: x∗

i = eaSxxi, and the translation in time: t∗ = t+at. Employing group-theoretical
methods, we obtain a reduced set of symmetry-invariant variables denoted by a tilde:

xi = x̃ie
λt , u′

i = ũ′
i(x̃)e

λt , p′ = p̃′(x̃)e2λt, (1)

where the eigenvalue turns out to be a function of the group parameters, i.e. λ := aSx

at
.

The above result of Tavoularis is obviously consistent with (1), i.e., more generally for the Reynolds
stress we find u′

iu
′
j ∝ exp(2λt). Employing (1) into the Euler equations for a rotating frame (with the

rotation vector Ωi and centrifugal forces absorbed in the pressure term) leads to the aforementioned NEVP

−λx̃k
∂ũ′

i

∂x̃k
+ λũ′

i + ũ′
j

∂ũ′
i

∂x̃j
+Ajkx̃k

∂ũ′
i

∂x̃j
+ ũ′

jAij +
∂p̃′

∂x̃i
+ 2ϵijkΩj ũ

′
k = 0, (2)

where the following homogeneous boundary conditions (BC) apply ũ′ = 0, p̃′ = 0 for |x| → ∞. Integrating
the energy integral of the fluctuations from (2) using u′

i, and using the latter BC, then all boundary
integrals drop out and an expression for the eigenvalue λ is determined

λ = −2

5

∫
Ω
ũ′
iAij ũ

′
jdx̃

3∫
Ω
ũ′
iũ

′
idx̃

3
. (3)

We show that the eigenvalue is bounded from above and below using the spectral norm of the mean flow
velocity gradient tensor: |λ| ≤ 2

5 ∥A∥2. Similarly, we show that for linear shear we have |λ| ≤ 1
5 |A|, i.e. we

have an upper limit for the growth of turbulent kinetic energy of K(t) ∝ exp(2λt) ≤ exp(2/5At).
The formula (3) does not replace the eigenvalue problem (2), since, for example, system rotation has

a fundamental influence on the eigenvalue λ via Coriolis forces. However, in (3) all Coriolis forces cancel
out. For this reason, the complete NEVP (2) will be solved. Keeping the nonlinear term, this will be
done numerically, while for a linearized version we intend to derive analytical solutions.
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Abstract:
According to Kolmogorov’s four-fifths law, the prominent feature of high Reynolds number flows is the
energy transfer from large to small scales which is described by a single scalar quantity, the average
dissipation rate. Kolmogorov’s groundbreaking intuition was reducing the complex problem of turbulence
to its essential features, by assuming homogeneity and isotropy. However, actual turbulent flows have a
much richer physics, involving, beyond energy transfer and dissipation, anisotropic turbulent production
and inhomogeneous spatial fluxes. The multi-scale feature of these energy injection/release phenomena
gives rise to a split cascade where energy flows simultaneously both to small and large scales. The split
in forward and reverse cascade is particularly relevant in wall turbulence where it challenges turbulence
closures and theories. To shed light on these energy cascade processes it is relevant to adopt a statistical
tool able to distinguish physical processes occurring among different scales. In this respect, the generalized
Kolmogorov equation [1] has already shown to provide relevant information about cascade, see [2] and
references therein. It consists in the evolution equation of the second-order moment of the two-point
velocity increments. However, such equation alone is not able to provide also information about the
phenomena dominating cascade in turbulence. In the present work, we provide insights about such physical
phenomena by combining the results of the Kolmogorov equation with those from the evolution equation
for the second-order moment of the two-point vorticity increment. DNS data of both homogeneous
isotropic turbulence and turbulent boundary layer are analysed and the main results will be reported at
the conference talk. An example of the two-point velocity and enstrophy budgets are reported in figure 1
for the case of homogeneous isotropic turbulence.
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Figure 1: Budgets of second-order structure function of velocity 〈δq2〉 (left) and enstrophy 〈δξ2〉
(right) in homogeneous isotropic turbulence at Reλ ≈ 140 (red lines), Reλ ≈ 240 (blue lines)
and Reλ ≈ 400 (black lines). Left plot: dissipation (dashed lines), diffusive transport (dotted
lines) and inertial transport (dash-dotted lines). Right plot: enstrophy destruction (dashed lines),
diffusive transport (dotted lines), inertial transport (dash-dotted lines) and vortex stretching (solid
lines). All the curves are made dimensionless by using Kolmogorov scales.
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Abstract: 

Friction drag in turbulent flow over a solid wall is much larger than that of the laminar flow at the same 

Reynolds number. Since the larger friction drag means that more energy is wasted as heat through 

dissipation, its reduction is of crucial importance for improving the energy efficiency of industrial 

products and mitigating environmental burden. Therefore, flow control methods for friction drag 

reduction have been extensively investigated for a long time. In this talk, we review some promising 

studies on turbulent drag reduction including our early attempts on feedback control for turbulent 

friction drag reduction [1] and our recent attempts on predetermined control using streamwise traveling 

waves (Fig. 1) [2] and uniform blowing [3]. If time allows, we will also briefly introduce our ongoing 

attempts for flow control design based on machine learning [4]. 
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Figure 1: Flow structure in DNS of turbulent channel flow with downstream traveling wave of wall 

deformation. Figure taken from: Fukagata et al. [2] 
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Abstract:

Turbulent boundary layers (TBLs) exposed to pressure gradients are prevalent in many engineering
applications. Recent works aimed at better understanding these flows have focused on coherent structures,
in particular, examining how pressure gradients influence large-scale features, and subsequently, the low-
order statistics [1, 2]. Amplitude modulation of the small-scales has also been shown to intensify in TBLs
subject to adverse pressure gradients [2]. Additionally, rolling motions responsible for re-organizing the
flow and redistributing momentum are altered with increasing pressure gradient intensity.

The significance of coherent structures in TBLs has inspired the development of structure-based
analysis tools and reduced-order models. The restricted nonlinear (RNL) model is one such model, where
the flow is decomposed into a large-scale streamwise-averaged mean interacting with a limited number
of small-scale streamwise-varying perturbations. RNL simulations of temporally-developing TBLs over
a moving wall were recently shown to reproduce first- and second-order statistics [3]. The similarity
between the statistical behavior of temporally-developing TBLs and spatially-developing TBLs [4] suggest
the promise of the RNL framework for studying TBLs exposed to pressure gradients in a similar manner.

This work employs the RNL large eddy simulation (LES) framework to study favorable (FPG) and
adverse (APG) pressure gradients in spatially developing TBLs through acceleration and deceleration of
a moving bottom wall. The governing equations are solved using a modification of the lesgo.me.jhu.edu
code. The bottom wall initially moves at a constant velocity, uw,0, then after a prescribed time, tx,loc, is
accelerated according to a power-law relationship and a varying acceleration parameter, m (see Figure 1).
Random noise is applied near the wall up to a distance δ0 to initialize the flow. Figure 2 highlights the
ability of the model to capture critical structural features in accelerating, non-accelerating, and decelerat-
ing wall TBLs. Figure 2(a) shows the time history of the streamwise mean velocity at a spanwise location,
where the BL thickness is shown to grow differently for each case. Figure 2(b) reports the time-resolved
instantaneous velocity fluctuations for all cases, illustrating how the streamwise mean time-scale shortens
for the accelerating wall and elongates for the decelerating wall, similar to [2].

Figure 3(a) presents ensemble-averaged mean velocity profiles, consisting of 100 samples, at t∗ =
tuw,0/δ0 = 480. The varying accelerations influence the statistics, particularly in the log-layer and wake
regions. Figure 3(b) shows the root mean square of velocity and the Reynolds stresses which demonstrate
trends consistent with direct numerical simulation (DNS) results from the literature[1, 2]. The model’s
ability to predict these trends indicates that the temporal development of truncated streamwise scales
may provide similar alterations to flow as the full range of scales in a spatially developing TBL. Future
work will include more detailed interrogation of the scale interactions that are naturally decomposed in
the RNL modeling framework.
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Figure 1: Wall velocity boundary condition profile for given accelerations (m).

Figure 2: (a) Time history of streamwise mean velocity at a same spanwise (z) location, (b)
instantaneous velocity fluctuations at a wall-normal (y) location, near the wall (y/δ0 = 0.004).

Figure 3: (a) Mean velocity profiles and (b) second-order statistics of 200 ensemble-averaged
samples at t∗ = 480 with varying friction Reynolds numbers, Reτ . Color legend corresponds to
Figure 1.
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Abstract:

Adverse pressure gradient (APG) turbulent boundary layers (TBLs) are pertinent to various en-
gineering applications, such as aircraft wings and wind turbine blades. Previous studies [2] have
shown that the scaling of APG TBL statistics is influenced by the pressure gradient strength
(defined by the Clauser pressure gradient parameter, β), the upstream pressure gradient his-
tory, and the Reynolds number (Re). However, majority of the past studies investigating the
universality of APG TBL scalings have been limited to low Re, or in the case of experiments,
have been associated with unique upstream pressure gradient histories. Here, we experimentally
investigate, via oil film interferometry (OFI) and hot wire anemometery (HWA), the streamwise
development of APG TBLs with minimal upstream pressure gradient history. That is, the up-
stream history corresponds to the development of a high-Re, zero pressure gradient (ZPG) TBL.
A schematic of the experimental setup [2] and profiles of the mean pressure coefficient (CP ) for
various pressure gradient configurations, with minimal upstream history, are shown in Fig.1.

Here, we consider mean velocity scaling over a range of APG conditions with the aim of
developing a composite mean velocity profile for general APG TBLs. This will be achieved
through strategic modification of Nickels composite profile [3]. The functional form of the Nickels
fit consists of three distinct components: the sublayer, the overlap region, and the wake region
(U+ = U+

inner + U+
overlap + U+

wake). The original profile [3] was developed using a viscous scaled

pressure gradient parameter, p+
x
, which approaches zero at high-Re. As a result, the original

profile does not accurately reflect deviations from classical mean velocity scaling, which are
observed for high-Re APG TBLs [1] as shown in Fig.2-b. Modifications to the original profile are
based on analysis of an extensive compilation of experimental datasets with β ranging from 0 to
33 and Re based on friction velocity and TBL thickness from 500 to 13,000. A physical model
will also be introduced to explain variation of the different parameters in the modified profile
with the pressure gradient strength. Preliminary results in figure 2(a) show that this new model
accurately reflects deviations from the classical mean velocity scaling.
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Figure 1: (a) Schematic of the experimental setup used to develop APG TBLs with minimal

upstream pressure gradient histories. (b) Streamwise variation of CP for various pressure gradient

configurations. The dashed lines represent OFI and HWA measurement locations.

Figure 2: (a) Experimental mean velocity data and the modified profile fit (solid orange lines)

for different pressure gradient cases (β = 0&0.67 are at x1 and β = 1.44 is at x2), (b) the same

mean velocity data and the corresponding Nickels profile (solid red line). The dash and dash-dot

lines show the classical log-law and U+ = z+. The mean velocity profiles are separated by five

vertical units.
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Abstract:

Wall turbulence is observed to be packed with coherent structures, such as hairpin vortices [1]. The
organization of these vortices near the wall can be modeled using the attached eddy hypothesis [2], which
effectively describes velocity statistics in the log-law region and energy-containing motions. However, the
complex geometry, diverse scales, and internal twisting of vortical structures in wall turbulence present
significant challenges for developing physics-based models, and constructing wall turbulence based on
realistic coherent structures remains a formidable task.

In this study, we model wall turbulence as an ensemble of complex vortices (Fig. 1a), generating
turbulence fields enriched with hierarchically organized hairpin vortex packets (Fig. 1b). Specifically,
three dimensional fields consisting of these vortices are numerically constructed using a recently developed
method [3]. The geometry and spatial distribution of these vortex packets, including their spanwise
meandering, are calibrated to align with physical observations and flow statistics. Our model successfully
reproduces key characteristics of wall turbulence, including mean velocity profiles, higher-order velocity
fluctuation moments, near-wall streaks, and energy spectra in the log-law region, which are consistent
with theoretical and numerical predictions (Fig. 1c).

This framework provides an efficient approach for generating initial or inlet conditions for numerical
simulations without relying on external data. It has been tested in cases with Reynolds numbers ranging
from Reτ = 103 to 104, and generating turbulence fields at Reτ = 104 with O(109) grid points requires
O(1) CPU hours. Furthermore, this framework provides a testing ground for developing more advanced
turbulence models based on vortical structures.
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Figure 1: Constructing wall turbulence using hierarchically complex vortices. (a) Single vortex
structure with complex geometry and variable thickness, integrating several vortex lines on the
vortex surface. (b) Vortex-surface visualization of a synthetic wall turbulence (Reτ = 1, 000),
composed of hierarchically vortex packets with spanwise meandering features. The isosurfaces
are color-coded by the wall distance. (c) The mean velocity profile of the synthetic turbulent
channel flow. The dashed line shows the log-law U+ = κ−1 ln y+ + B, where κ = 0.41 and
B = 5.2.
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Abstract:
Adverse pressure gradient turbulent boundary layers (APG-TBLs) are prevalent in natural and
engineering flows, often leading flow separation and efficiency losses. Understanding APG-TBL
dynamics is crucial for optimising aerodynamic performance and flow control.
This study used high-spatial-resolution particle image velocimetry (HSR-PIV) to investigate
a self-similar APG-TBL at the verge of separation in the wind tunnel at the Laboratory for
Turbulence Research in Aerospace and Combustion (LTRAC) at Monash University. The 4.5-
meter-long test section has an adjustable roof profile, allowing the flow to develop with a low and
constant skin friction coefficient Cf = 4.8× 10−4, enabling an equilibrium turbulent boundary
layer flow, which is essential for maintaining self-similarity, shown in figure 1.
A dual-camera system comprising two PCO-Panda sCMOS cameras was employed to achieve high
spatial resolution shown in figure 2. The top camera captured a large field of view (FOV) for
boundary layer measurements (0.9δ × 0.9δ) with a spatial resolution of 28.55µm/pixel. The bot-
tom camera provided a detailed view spanning from the wall to the log-law region (0.2δ × 0.2δ),
with a spatial resolution of 6.5µm/pixel.
The multi-grid, multi-pass cross-correlation PIV (MCCDPIV) technique[1] was employed for the
analysis of the single-exposed image pairs. A third-order polynomial model corrected lens distor-
tion, keeping residual errors below one pixel[2]. At a friction velocity of 0.1m/s, viscous length
of 139µm and a boundary layer thickness of around 157mm, the most probable the streamwise
velocity at y = 0.03% δ (y+ = 0.36) above the wall measured by probability density function is
almost zero, indicating the flow is on the verge of separation, shown in figure 3.
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Figure 1: Schematic of the APG-TBL wind tunnel with normal region of interest (ROI) at the
centre plane of the tunnel along streamwise direction(highlighted in red)

Figure 2: The dual-camera system

Figure 3: The PDF of fluctuating streamwise velocity at y+ = 0.36
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Abstract:
Compressible turbulent boundary layers (TBLs) developing over rough walls comprise of phe-
nomena related to high-speed flight vehicles, where the roughness is likely to be induced during
operations due to thermal expansion, ablation, dust impact, water and ice droplets. In incom-
pressible flows, drag penalty due to surface roughness is characterised by the log-law deficit
corresponding to the Hama roughness function [1]. In this study, we aim to transfer this existing
framework for rough wall drag in incompressible flows to the compressible flow regime, subjected
to various velocity transformations [2] to account for the compressibility effect.

We investigate the TBLs developing over a 58δ1 × 22δ1 (x × y) flat plate installed inside
the trisonic wind tunnel (TWM) at the University of the Bundeswehr Munich (figure 1a), where
δ1 is the reference 99% smooth-wall boundary-layer thickness at a freestream Mach number
M∞ = 0.3. Test surfaces comprise of a smooth wall and two rough walls constructed from P60-
and P24-grit sandpaper sheets (figure 1b, c), subjected to a range of M∞ (0.3 ≤ M∞ ≤ 2.9) and
friction Reynolds numbers (2200 ≤ Reτ ≡ δUτ/νw ≤ 30300), where δ is the 99% boundary-layer
thickness for each test case at the PIV (particle image velocity) measurement location (29δ1
from the leading edge, figure 1a), Uτ the friction velocity, and νw the air kinematic viscosity
at the wall. The rough-wall test matrix is presented in table 1, showing variation of Reτ while
maintaining a constant M∞ = 2.

As direct wall shear stress measurements are not performed in this campaign, figure 2(a)
shows the transformed Hama roughness function ∆U+

I , estimated by fitting the log region of
the transformed mean velocity UI . All cases are within the “fully rough” regime, with an
apparent proportional relation between M∞ and the log-law intercept. Here, the subsonic and
transonic test cases follow the log relation ∆U+

I = 1/κ log (ksUτ/νw) + B − BFR, where ks is
the equivalent sandgrain roughness [3], while the intercept B − BFR is proportional to M∞
for the supersonic cases, independent of the velocity transformations (each symbol corresponds
to a different transformation in figure 2). A new roughness lengthscale, similar to that of a
pervious study [4], k∗ = (νw/ν∞)ks and k+∗ ≡ ksUτ/ν∞ collapses all cases to the log relation
(figure 2b), where ν∞ is the freestream kinematic viscosity. It should be noted that the (νw/ν∞)
correction factor is obtained empirically. The derivation of the theoretical correction factor from
the roughness function, accounting for the appropriate incompressible flow analogies, will follow.
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Figure 1: (a) Illustration of PIV setup and the measurement location. A: 2D3C cross-stream
stereoscopic PIV in y–z plane and B: 2D2C PIV in x–y plane. Height contours of (b) P60- and
(c) P24-grit sandpaper samples obtained from optical profilometer scans.

Surf. P60 P24

M∞ 0.3 0.8 2 2 2.9 0.3 0.8 2 2 2.9
Reτ 7430 22390 10450 20270 7810 9830 27020 15590 30290 11170
Sym.

Table 1: The rough wall test matrix

Figure 2: The momentum deficit ∆U+
I as a function of (d) k+s and (e) k+∗ . Colours mark the test

cases shown in table 1, while symbols mark various velocity transformations. Lines correspond
to M∞: < 1 ( , 1/κ log k+s +B −BFR), 2 ( ), and 2.9 ( ).
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Abstract: 
Relaxation of the turbulent and fluctuating passive scalar fields generated by a specific staggered 
roughness distribution [1] in the entrance region of an initially laminar channel flow is studied through 
direct numerical simulations. Large staggered roughness elements of height 𝑘 = 0.27𝐻  partly recover 
the entry zone, prior to a smooth channel wherein both the turbulent flow and scalar fields decay, 
because the Karman number 𝑅𝑒! =

"#$!
%
≈ 70 is significantly below the subcritical limit (the Taylor 

scale-based Reynolds number is typically 5 < 𝑅𝑒& < 20).  Here 𝐻 is the channel half width, 𝑢.! is the 
shear velocity and 𝜈 stands for the kinematic viscosity. A typical flow configuration is shown in figure 
1(left). The quantity 𝛿'∗ =

)"
"

 local denotes the thickness of the boundary layer in the developing zone, 
from which the channel is rough downstream. Thus, in the case 𝛿'∗ = 0, the whole entry region is 
covered by the roughness elements, while for 𝛿'∗ = 0,7 there is a relatively large zone upstream which 
is smooth and stays laminar. Figure 1 (right) shows the quasi-streamwise vortices generated by the by-
pass transition mechanism in the rough zone and the turbulence decay in the smooth channel 
downstream (labeled as the control channel (CC) hereafter). We will present different configurations 
with different 𝛿'∗ , and discuss also the effect of twice smaller roughness elements with 𝑘 = 0.135𝐻. 
The idea is to not intervene in the CC directly but to passively manage its inlet to improve the flow and 
scalar transport within, and this at particularly low Reynolds numbers. Besides some attractive 
fundamental aspects rarely considered in the literature, the main applications are in microfluidics in 
general with some particular potentiality in the thermal management of ultrahigh intensity lasers [2]. 
Figure 2 shows the decay of the fluctuating passive scalar intensity [𝜃*𝜃*] and its dissipation [𝜀+#] at 
the CC centerline where the turbulence is locally homogeneous and (quasi) isotropic (HIT). It is seen 
that [𝜃*𝜃*]~𝑥,, with 𝛾 ≈ −1.3, in close agreement with the literature [3]. One should have 
[𝜀+#]~𝑥,-., in decaying HIT, and this is confirmed in figure 2(right). The decay characteristics of the 
fluctuating velocity field at the centerline are also in close agreement with the HIT features. Figure 3 
shows the Nusselt number 𝑁𝑢 in the smooth CC, as a function of the bulk Reynolds number and in 
different 𝛿'∗  configurations. Despite the decay of the turbulent fields, 𝑁𝑢 is only slightly smaller than 
what one would have in the fully developed turbulent regime, and nearly twice larger compared to the 
laminar Poiseuille flow, over a large streamwise extend up to 𝑥 = 40𝐻. Other detailed results on the 
development of flow and scalar fields in the CC will be presented during the symposium.  
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Figure 1: Typical flow configuration (left), right: quasi-streamwise vortices generated by the by-
pass transition in the entry zone for 𝛿'∗ = 0,7 prior to the decay in the subsequent smooth control 
channel downstream of the yellow rectangle ( end on the right). 

 
Figure 2: Decay of the turbulent intensity of the fluctuating scalar field (left) and its dissipation (right) 
at the centerline of the control channel, as a function of the streamwise distance 𝑥∗ = /

"
  from the inlet. 

The Prandtl number is 𝑃𝑟 = 1. 

 
 

Figure 3: The Nusselt number 𝑁𝑢 = 012!34
+$$
%  as a function of the Reynolds number based on the bulk 

velocity in the control channel. Here ( )5 refers to the quantities scaled by the shear velocity and the 
wall temperature. Different symbols correspond to the averaging in different zones beginning by the 
inlet at 𝑥∗ = 0. The arrows show the Nu averaged over the entire CC. The dashed line is the Kays 
correlation.  
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Abstract:

Numerous studies have examined turbulent boundary layers (TBLs) over streamwise homogeneous
roughness, leading to a comprehensive understanding of their internal structure, particularly in the fully
rough regime [1]. Additionally, investigations into TBL responses to step changes in surface roughness
(smooth-to-rough or rough-to-smooth) have provided valuable insight into their behaviour [2, 3]. However,
the streamwise roughness length (fetch length) required for the TBL to reach equilibrium—independent of
transition effects—remains unclear. Furthermore, the applicability of the equivalent sand-grain roughness
height, ks, for modelling TBLs after a step change has not been explored in detail, potentially overlooking
a simple and generic way to describe non-equilibrium conditions.

This study aims to determine the minimum fetch length required for a TBL to fully adjust to a new
roughness condition. A drag balance and particle image velocimetry (PIV) were used to measure the TBL
response to 0-to-40 ms−1 inlet-velocity sweeps for 22 different roughness lengths upstream of the balance
(up to ≈ 40δ). The roughness consisted of P24 sandpaper strips sequentially added to the test section
floor of the University of Southampton Boundary Layer Wind Tunnel (BLWT). A top view of the P24
laser scan is shown in Figure 1. The results indicate that equilibrium recovery occurs at a fetch length of
approximately L ≈ 20δ2, where equilibrium was defined as the convergence of Cf with fetch length.

To assess whether roughness geometry influences equilibrium recovery, additional experiments were
conducted using three roughness configurations: (1) a LEGO baseboard, (2) a LEGO baseboard with
spanwise-aligned LEGO bricks, and (3) a LEGO baseboard with staggered LEGO bricks (Figure 2). Each
configuration was tested at increasing fetch lengths until equilibrium was reached. The spanwise ribs and
staggered bricks attained equilibrium at approximately 18δ2 and 15δ2, respectively, whereas the baseboard
showed no indication of becoming fully rough, leading to testing being halted at 15δ2.

A comparison of Cf recovery with fetch length across different cases is shown in Figure 3, where
increasing fetch is represented by darker to lighter colours. These results suggest that both roughness
height and arrangement influence the recovery length. Specifically, smaller roughness elements require
a longer fetch for the TBL to reach equilibrium. Moreover, the spanwise and staggered configurations,
despite having the same statistical height, exhibited distinct recovery behaviours—reaching equilibrium
within 3δ of each other and between 5δ and 2δ of the sandpaper case. This highlights the role of roughness
organisation, in addition to geometry, in equilibrium development.

Finally, the mean velocity profiles over the P24 sandpaper case are plotted against wall-normal distance
normalised by ks in Figure 4. The profiles illustrate the blending of two logarithmic regions following the
step change in roughness and the subsequent equilibrium recovery with increasing fetch length. Here, ks
is calculated for the longest fetch case, where the flow is in equilibrium with the rough wall, following
standard rough-wall practices. For shorter fetch cases, the profiles diverge in the log region due to non-
equilibrium effects, suggesting that an adaptation of ks based on fetch length could improve existing
models.
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Figure 1: Top view of the laser scan of a sample of P24 sandpaper, where h′ is the height variation
from the mean height h

Figure 2: Top view of a sketch of the repeated units of the 3 LEGO roughness configurations:
(A) LEGO baseboard, (B) LEGO baseboard and bricks in a quasi spanwise ribs orientation, (C)
LEGO baseboard and staggered bricks.

Figure 3: Cf evolution for 4 roughnesses i.e.
P24 sandpaper (P24), LEGO baseboard (Base-
board), LEGO baseboard and bricks in quasi
spanwise ribs configuration (Ribs), and LEGO
baseboard and staggered bricks (Bricks). LA
stands for left axis and RA stands for right axis.

Figure 4: Mean velocity profiles in viscous
units for different fetch lengths after a step
change in roughness plotted against the wall-
normal coordinate normalised by ks,2, where
ks,2 is the equivalent sand-grain roughness
height computed for the longest fetch case.
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Abstract:

Ratchet surfaces are a simple two-dimensional form of directional roughness with a slope imbalance
between the windward and leeward oriented faces. Examples of ratchet-type surfaces are widely found in
nature, e.g., large-scale river dunes, barchan dunes, and sand ripples. Our previous investigations show
that these surfaces break the forward-backward statistical symmetry of the flow and that they induce a
fluid dynamic roughness effect that strongly depends on both windward (WS) and effective slope (ES)
[1, 2]. The aim of the present ongoing study is to systematically investigate changes in the structure of
turbulent channel flow over ratchet-type roughness considering both the effect of WS, which affects the
upward deflection of the flow, and ES, which at constant ratchet height determines its length.

To this end, a series of direct numerical simulations of turbulent channel flow over ratchet-type surfaces
were performed at friction Reynolds number 550. The ratchet-type surfaces are composed of transverse
triangular bars with scalene cross-section which fully cover both channel walls (figure 1). In all cases, the
ratchet height is fixed at h/δ = 0.08, where δ is the mean channel half-height. Four groups of surfaces
with systematically varied ES (ES = 0.5, 0.333, 0.25, and 0.167) are considered. For each ES, a range
of windward slope angles α (WS = tanα) is considered that covers most of the range of possible angles
within the limit of the right-angled triangle. The mean flow statistics can be found in [2]; the present
study focusses on the effect of ES and WS on the structure of the near-wall turbulence.

Preliminary results indicate that windward slope has a significant impact on the flow structure close
to the roughness. In figure 2 instantaneous streamwise velocity fluctuations (u′+) in the x − y plane at
z+ ≈ 6 above ratchet crests are shown for two cases, namely α = 5◦ and α = 90◦ at constant ES = 0.167
together with the reference smooth-wall data. The presence of ratchets appears to affect the size and
spacing of the high-speed flow structures. As part of an ongoing study, this is now being quantified using
spectral analysis and correlation statistics. For α = 90◦ the streaks are disrupted at the locations of the
ratchet crests (figure 2b), while no such effect is observed for α = 90◦. To gain further insight into the
flow behaviour above the ratchet crests, a local quadrant analysis of streamwise and wall-normal velocity
fluctuations is performed at the streamwise location of the ratchet peaks at z+ ≈ 6 above the ratchet
crests. The results (figure 3) show that while for the case with α = 5◦ the probability of events in each
quadrant is similar to the smooth wall case, for the case with α = 90◦ the probability of sweeps and
ejections is reduced in favour of inward and outward interactions. In addition, the case with α = 90◦

has significantly different quadrant contributions to the Reynolds shear stress compared to the case with
α = 5◦ or the smooth wall case. In particular, most of the contributions come from Q1 and Q3, which also

results in the change of sign of u′w′+ at this location. In the next stage of this ongoing study, global and
local flow statistics will be considered, including further analysis of quadrant statistics, Reynolds stress
spectra, turbulence anisotropy, and velocity correlations.
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Figure 1: Schematic of the channel with ratchet-type roughness (not to scale).

Figure 2: Instantaneous streamwise velocity fluctuations at z+ ≈ 6 above the ratchet crests for
ratchet-type surfaces with ES = 0.167 (a) α = 5◦, (b) α = 90◦, and (c) smooth channel.

(c)(b)(a)

Figure 3: Joint probability density function of local streamwise (u′+) and wall-normal (w′+)
velocity fluctuations at z+ ≈ 6 above the ratchet crests for ratchet-type surfaces with ES = 0.167
(a) α = 5◦, (b) α = 90◦, and (c) smooth channel. The numbers in each panel show the probability
of events in the corresponding quadrant and contributions of the quadrant to the total shear stress.
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Abstract:
Turbulent boundary layers over dense canopies consisting of flexible filaments have many applications in
geophysical and engineering flows. In this work we will focus on canopies that are characteristic of soft-
fouling. The latter takes place in the parts of a naval vessel submerged in sea water and exposed to marine
organisms which colonize these surfaces. Today it is generally assumed that soft fouling results in minimal
reduction in ship performance and therefore if found during a hull inspection is not considered a reason
to clean the hull. Recent work however, indicates that biofilms can induce a steep drag penalty. The
experiments by Murphy et al. [1], for example, on biofilms consisting of very low stiffness streamers grown
under shear in a channel flow configuration indicate that the mean velocity profile exhibits a standard
log-law region with the expected downward shift found in rough-wall flows. The resulting equivalent
sand-grain roughness height, ks, was significantly larger than the physical height of the biofilm possibly
due to the flapping streamers. In this work we will illuminate the underlying mechanics of the increased
drag using topography-resolving direct numerical simulations (DNS).

We will consider the case of a fully developed turbulent channel flow, where one of the walls is covered
by a flexible canopy consisting of an array of filaments randomly distributed to match the desired open
area ratio. The complex fluid-structure interaction problem is governed by the Navier-Stokes equations
coupled to an inextensible Kirchhoff rod model that accounts for the dynamic deformations of the fila-
ments. The fluid flow equations are solved on a structured Cartesian grid and the effect of the filaments
is introduced via an immersed boundary formulation [2]. A collision model is utilized to account for
short-range interactions between filaments and between a filament and the wall. A total of eighteen simu-
lations will be presented with different canopy coverage ratios, slender ratios and Reynolds numbers. The
Reynolds number based on the half channel height and the bulk velocity varies from 20000 < Re < 100000
and the filaments length to diameter ratio 20 < l/d < 80. The Cauchy number representing the ratio of
fluid forces to bending force is always Ca >> 1, which means that the filaments are extremely flexible
as in most biofilms. The ratio of filament to fluid density α = ρf/ρ ∼ 1.05 approaching the neutrally
buoyant state. The solidity parameter defined as λ = nf ld/(LxLz), where nf is the number of filaments,
l and d are the filament length and diameter, and Lx and Lz is the extend of the domain, varied from
1.2 and 3.6. A typical computation involves the interaction of ∼ 50000 filaments interacting with the
near-wall turbulent flow, where each filament is represented by ∼ 100 markers. Overall the two distinct
layers found in canopy flows are observed. An example is shown in Fig. 1 where the average velocity for
various cases is plotted in inner coordinates. The near wall profiles collapse when normalized with the
friction velocity at the wall. Further away, the log-law is preserved but with a shift, ∆U+, as for the
case of rough-walls, when the total wall stress at a virtual point within the canopy is used as a reference
velocity scale. Fig. 2 shows an instantaneous snapshot of the flow from the simulation at Reb = 80, 0000
and λ = 2.6. Here, we visualize the turbulent structures via the Q-criterion. The flexible canopy is also
shown for reference and colored by the vertical coordinate (darker green at the bottom and lighter green
away from the wall). Spanwise rollers forming at the local canopy tip can be seen. Their extent in the
spanwise direction appears to be comparable to the filament length.
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Figure 1: Profiles of the streamwise velocity averaged over time and space and scaled by a) uτ,in
and b) uτ,yvo . Lines represent: — log-law for smooth wall, —; Reb = 80000 and λ = 2.6, —;
Reb = 40000 and λ = 2.6, —; Reb = 20000 and λ = 2.6, - -; Reb = 80000 and λ = 1.3, - -;
Reb = 40000 and λ = 1.3, - -; Reb = 20000 and λ = 1.3
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Figure 2: Flow visualization using the Q-criterion of the vortical structures in the flow. The
flexible filaments are also shown at the bottom wall and they are colored by their vertical coor-
dinate.
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Breakup of small aggregates in turbulent flows 
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The breakup of solid aggregates in turbulent colloidal suspensions is a physical process relevant for a 
broad variety of problems, from environmental sciences, to engineering, pharmaceutics and food 
industry. I will briefly discuss a general modeling approach to estimate the fragmentation rate of small 
aggregates in three-dimensional turbulent flows, and then focus on a data-driven model that we recently 
developed. This is based on a neural network - which includes geometrical features of the aggregates-, 
that can be trained to predict if an aggregate breaks or not, once the turbulent velocity gradient statistics 
is known. 
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Abstract:

Turbulence is still one of the major unsolved problems in physics [1]. The most common ap-
proach is to define equations where factors or exponents are obtained by dimensional arguments
and experiments. This is usually applied in the context of Kolmogorov’s phenomenologies from
1941 (K41) [2] and 1962 (K62) [3]. The focus is often on the universality of these quantities, con-
sidering them, in most cases, within the framework of homogeneous isotropic turbulence (HIT).
Among relevant parameters, the key constants describing turbulent flows are, arguably, the dis-
sipation constant Cε, the intermittency factor µ, the exponent of the power-law of the energy
spectral density within the inertial range γ and the Kolmogorov constant Ck. For the energy
cascade, Cε is known to reflect its basic overall properties [4], while µ quantifies the emerging
intermittency down the cascade [5]. While for Cε there has recently been strong evidence that its
value is not constant for a given flow within HIT [4], the other three quantities are still accepted
to have a universal value for high Reynolds numbers Re in turbulence.
We experimentally explore the relationships between these four parameters for a wider class of
turbulent flows using a large dataset (including planar and axisymmetric turbulent wakes, grid-
generated turbulence and an axisymmetric jet) covering HIT and inhomogeneous turbulence. In
all cases, 1D-hot-wire anemometry was used, which allowed us to resolve all scales of the flow.
We find that µ is inversely proportional to Cε, providing a new empirical principle, which is in-
dependent of the Reynolds number: µCε = α = const. (see figures 1a) and 1b). This can also be
viewed as two Π-parameters. In this sense, our result reads as µ Cε = Π1 ·Π2 = const. ̸= f(Re).
Moreover, their relation is transferred to γ and Ck (see figures 1c) and 1d), so that all four
quantities present large variations with respect to the expected values for HIT within the K41
phenomenology. Hence, our results potentially define a new law for turbulent flows that seems
to be valid for a wide range of boundary conditions.
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(a) (b)

(c) (d)

Figure 1: a) µ as a function of Cε. The red line indicates a commonly accepted value for µ for
homogeneous isotropic turbulence, and the black line corresponds to a least-square fit (R2 = 0.86
with the fitted values of 0.1067 ± 0.0025 and 0.0227 ± 0.0091). b) α versus the Taylor-length
based Reynolds number Reλ. The red line indicates the result for α from the fit from a) while
the black solid line represents the actual mean value of the ensemble of α values. Additionally,
two black dashed lines indicate the corresponding standard deviations from the mean. c) γ as
a function of Cε and d) Ck versus γ. The red lines indicate both the commonly accepted value
for Ck and γ for HIT, while the black lines correspond to a least-square fit for c) and d) with
R2 being 0.8 and 0.98, respectively. In general, the symbols in the legend in d) are identical for
all four subfigures. For laminar inflow, squared markers are used. For the regular grid and the
active grid, markers are shaped as circles and triangles, respectively. For cylinders as generators,
the markers contains a “/” (case names start with “C”) while for disks a “\” (case names start
with “D”) is used. Hollow circular markers means no object and is equivalent to grid turbulence
(case names start with “G”). The “x” marker indicates a free jet (case names start with “J”).
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Abstract: 
Helicity can be spontaneously generated by strong rotation or injected into a flow either by boundary 
conditions or by adding a helical volume force to the system. W. Agoua et al. [1] have shown how 
helicity can be spontaneously created by symmetry breaking of an initially nonhelical system. They 
studied unstably stratified turbulence of electrically conducting fluid in the presence of a uniform density 
gradient and externally imposed vertical magnetic field. The field generates Lorentz force that acts as 
Joule dissipation in the direction of the field lines. When a sufficiently strong magnetic field is applied, 
the turbulence tends to become two-dimensional, three-component (2D3C). The generation of mean 
helicity takes place due to spontaneous symmetry breaking, when the flow is close to the 2D3C limit. 

Can helicity be spontaneously generated in anisotropic, incompressible, homogenous turbulent 
flow of a constant density fluid? We conducted DNS [2] of a large-scale forced turbulence governed by 
3D Navier-Stokes equation with the Lorentz force, which emulates Joule damping. In a strong magnetic 
field the turbulence attains a quasi-2D state with an enstrophy cascade inertial range of the normal flow 
components in the normal plane and a passive scalar inertial-convective range of the parallel component. 
Helicity in these runs remains zero. With increasing Reynolds number at constant magnetic field the 
enstrophy cascade becomes unstable and the power scaling in the normal plane changes from -3 to -7/3. 
The k -7/3 spectrum is often associated with helicity cascade. Helicity is zero in pure 2D turbulence. 
However, near the 2D3C state the vorticity has a non-zero horizontal projection, which may cause 
helicity flux in the normal plane. We found that the flux of helicity H is responsible for the observed 

spectrum, and the amplitude of the spectrum is proportional to 2/3.H  

Perpendicular and parallel helicity fluxes are shown in figure 1(a) . They have opposite signs and 
nearly compensate for one another in the total helicity flux. This result is not surprising, since the external 
forcing in our simulations does not inject helicity. Perpendicular and parallel helicity spectra are shown 
in figure 1(b). They are almost identical and seem to obey the k -5/3 inertial range. The energy spectra 
compensated  by 2/3 7/3

H k  are shown in figure 1(c). They are nearly constant in the range of scales 

between forcing and dissipation. The enstrophy cascade is restored with an increasing magnetic field. 
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Figure 1: (a) Perpendicular and parallel helicity fluxes, (b) helicity spectra ( ), ( )H k H k    and  (c) 

compensated energy spectra for simulations with resolution 5123 (solid and dashed black lines) 
and 10243 (dash-dotted and dotted blue lines). Details of simulations are given in reference [2]. 

Compensated spectrum 
5/3( ) /H k k

   is shown in the insert in (b).  
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Abstract: 
Based on the fundamental assumption of the existence of the Galilean Symmetry Group and a constant density 
Newtonian fluid, we have derived the average statistical properties of the free round turbulent jet. Using a small, 
recursive program that can conveniently run on a laptop and knowledge about the jet exit conditions, we can 
numerically predict the mean velocity profile all the way from the jet exit to beyond the self-similar region [1]. We 
can also predict the jet spreading angle, entrainment and transverse velocity component and we can show the 
influence of Reynolds number and turbulent dynamic viscosity on the jet properties. 

From the knowledge gained from the recursive program, or simply physical reasoning, we can derive the 
equation that governs the current problem (r being the radial coordinate, t time, u the streamwise average velocity 
and  the kinematic viscosity), 

 

    (1) 
 

from which we have derived an analytical solution to the mean velocity profile. The above equation describes the 
diffusion of momentum, similarly to the heat conduction equation describing the diffusion of heat. As is common 
for such solutions, an error function-based description is expected and indeed found. The equation is similar to 
those presented and applied by [2] and [3], with the distinction that our equation describes the temporal 
development using a control volume in the form of a thin disc normal to the jet axis development, see Figure 1. 
The control volume analysis describes the momentum diffusion due to internal shear forces. In contrast, the 
equation of [2] uses a simplified boundary layer equation as a starting point, making it valid for the self-similar 
region only. Our equation covers both the developing turbulent flow as well as the flow in the self-similar region, 
unlike the solutions in [2] and [3]. 

To cover both the region very close to the jet exit, the intermediate developing region and the far self-
similar region, we have made careful measurements on three jets of different sizes with highly similar jet exit 
conditions: 10 mm, 50 mm and 100 mm diameter by means of hot-wire and laser anemometry. We find excellent 
agreement between measurements and theory, as well as the numerical results, see Figure 2.  

In addition to confirming some of the well-known properties of the jet in the far field, our small computer 
program also shows how the jet develops from the initial non-isotropic flow field and arrives at the equilibrium, 
self-similar state. The program also illustrates the importance of the initial turbulent structure and the value of the 
turbulent kinetic viscosity on the far field spreading angle of the jet. The results also confirm that the mean 
properties of the jet are rather independent of the jet Reynolds number. 

Our investigation illustrates how basic properties of space and time asserts a profound influence on how 
“free flows” develop from their initial form and eventually assumes their final equilibrium state. 
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Figure 1: Mean velocity profile and ring-shaped control volume elements. 

 
Figure 2: Average streamwise velocity profiles for downstream positions z/D = [0.2 - 100]. The blue squares 

represent LDA measurement results, the red and blue lines (perfectly overlapping) represent the analytical and 
numerical results, respectively.   
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Abstract:
The study of scale interactions has critically advanced understanding of the dynamical significance of
coherent structures and their interactions in wall-bounded turbulent flows, see e.g., [1] and references
therein. Evidence suggesting the modulation of small-scale velocity fluctuations imparted by large-scale
fluctuations, in particular, has inspired the development of predictive models to readily provide useful
statistics [2]. The importance of these interactions is underscored in literature demonstrating connections
between such large/small-scale interactions to the widely studied attached eddy model [3]. The utility
of the amplitude modulation for predicting statistical features and continuing discoveries exploiting these
ideas motivates additional analysis of the critical mechanisms at play.

In this work we employ the recently proposed augmented restricted nonlinear (ARNL) modeling
paradigm [4], whose decomposition of the flow into large scales coupled with dynamically restricted small
scales provides a natural setting to investigate scale interactions. The large scale comprises the streamwise-
averaged mean component in the RNL model augmented by a limited number of intermediate scale modes
that are permitted to interact nonlinearly. This large scale is dynamically coupled with a limited set of
small-scale streamwise varying modes whose nonlinear interactions are restricted to those contributing to
the mean and the limited intermediate scale modes. The intermediate modes augmenting the large scale is
on the order of the half-channel height, δ, while the small scales correspond to dissipative scales typically
included in the RNL model. This ARNL model has been shown to provide more accurate predictions of
low-order statistics than RNL models as the Reynolds number increases [4].

An ARNL channel flow at friction Reynolds numbers, Reτ = 550, 1000 and 2000 is simulated us-
ing a modified version of the pseudo-spectral solver lesgo.jhu.me.edu. Figure 1 presents the resulting
instantaneous velocity fluctuations at two different wall normal locations for Reτ = 550. The snapshots
demonstrate the influence of the streamwise varying intermediate mode, which allows the model to more
accurately predict outer-layer dynamics [4], although the resulting flow is notably different than true
multi-scale turbulence. To quantify the contributions of the small scale energy on the large scales, we
employ a Hilbert transformation of the signals [5]. The small and large scale signal at y+ ≈ 5 and the
filtered envelope are provided in figure 2. Here we note the trends present near the wall are well described
by the filtered envelope, where large fluctuations of u+

S correlate often to a positive value for the envelope.
These results suggest the ARNL model’s ability to capture amplitude modulation and point to the utility
of this framework in further evaluating key scale interactions.

References

[1] B.J. McKeon, (2017). The engine behind (wall) turbulence: perspectives on scale interactions. J. of
Fluid Mech., 817, P1.

[2] I. Marusic, R. Mathis, and N. Hutchins, (2010): Predictive model for wall-bounded turbulent flow.
Science 329(5988):193-6.

[3] C. Cheng and L. Fu, (2022): Consistency between the attached-eddy model and the inner–outer
interaction model: a study of streamwise wall-shear stress fluctuations in a turbulent channel flow. J.
Fluid Mech. 942:R9.

[4] B.A. Minnick, B. Viggiano and D.F. Gayme, (2023): Augmented Restricted Nonlinear (ARNL) Model
for High Reynolds Number Wall-Turbulence Progress in Turbulence X: Proc. iTi Conf. on Turbulence

[5] W.J. Baars, N. Hutchines, and I. Marusic, (2017): Reynolds number trend of hierarchies and scale
interactions in turbulent boundary layers, Phil. Trans. R. Soc. A 375: 20160077.

81



Figure 1: Instantaneous total streamwise velocity time-fluctuations from the ARNL model at
Reτ = 550 at wall-normal planes (a) y+ = 150, and (b) y+ = 15. Full spanwise extent, Lz = 2πδ
not shown.

Figure 2: Decomposition of fluctuating signal into the small scale signal u+S , the large scale, u+L ,
and the filtered envelope EL(u

+
s ).
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Abstract:
Turbulent flows are typically separated from their backgrounds by a sharp, and well-defined interface.
The rate at which turbulent flows expand is governed by the physics within these interfaces since they
control the rate at which fluid is transported across the turbulent interface and subsequently mixed into
the primary turbulent flow in processes that are collectively known as entrainment. The special case in
which the background is irrotational, and hence the interface demarcating the primary turbulent flow from
the background is a turbulent/non-turbulent interface (TNTI), has been extensively studied [1]. However
the more general situation is one in which the primary turbulent flow is adjacent to a background that is
itself turbulent, yet the study of turbulent/turbulent interfaces (TTIs) is far less advanced than that of
TNTIs. Only recently have they been definitively shown to exist even in scenarios in which the turbulence
intensity is comparable between the primary flow and the background [2], and their governing physics
revealed [3] - a dominance of inertial vorticity stretching and a vanishingly small role for viscous diffusion.

In this abstract we examine how the fundamentally different physics of TTIs affect the entrainment
fluxes of mass, momentum, and kinetic energy in a spatially developing planar turbulent wake produced by
a circular cylinder of diameter d. Combined PIV and PLIF experiments are conducted in a hydrodynamics
flume as depicted in figure 1a. Fluorescent dye (rhodamine 6G) is released into the wake of the cylinder
mounted downstream of a turbulence-generating grid. Previous work has shown that the dye faithfully
marks the extent of the wake when no grid is placed upstream such that the TNTI as defined by setting
a threshold on the modulus of the gradient of the PLIF signal |∇ϕ| and the out-of-plane component
of vorticity magnitude ω2

z coincide with one another. By varying the type of grid (fractal or regular)
and the grid - cylinder spacing the cylinder is exposed to different “flavours” of freestream turbulence
(FST) as characterised by the turbulence intensity/integral length scale {k1/2/U∞,L} (see figure 1c).
High-resolution experiments are conducted to measure the entrainment velocities/fluxes at five different
measurement stations centred on streamwise locations x/d = {6.5, 10, 20, 30, 40} to enable observation of
the spatial evolution of the entrainment.

We now present sample results. Figure 2 shows the spatial evolution of the mean entrainment velocity,
presented as both a function of the turbulence intensity of the FST and x. It can be seen that in the
near wake the presence of FST can slightly enhance the mean entrainment velocity ve, whereas in the far
wake there is a significant decrease in ve. Further, it is observed that for all FST flavours ve decreases
monotonically with x; an explanation for which is illustrated in figure 2b showing that in the far wake ve
seems to be asmymptoting towards scaling with the local Kolmogorov velocity scale uη, which is observed
to decrease with x. The importance of the local vorticity field in the vicinity of the TTI towards affecting
the local entrainment velocity can be inferred from figure 3. When the mean enstrophy, conditioned on
distance normal from the interface ξn, is further conditioned on the local entrainment velocity it can be
seen that strong entrainment is accompanied by a steeper vorticity jump (and overshoot) whereas this is
much less severe for cases conditioned on weak entrainment/detrainment; both for TNTIs and TTIs. The
final presentation will offer explanations for these findings and further consider entrainment fluxes, whose
behaviour are subtly different from just the entrainment velocities themselves.
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Figure 1: (a) Experimental schematic, (b) location of PIV measurement stations, and (c) pa-
rameter space for various “‘flavours” (cases) of FST studied.

Figure 2: Evolution of the entrainment velocity spatially and with difference cases of FST. (a)
normalised by the invariant U∞, (b) normalised by the local Kolmogorov velocity scale.

Figure 3: Conditionally averaged enstrophy conditioned on different entrainment velocity ranges.
(a) TNTI at x/d = 6.5, (b) TNTI at x/d = 40, (c) case 3b TTI at x/d = 6.5, and (d) case 3b
TTI at x/d = 40.
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Abstract:

Leading edge vortex (LEV) generation promotes high transient lift across a wide range of
unsteady flight conditions in nature [1]. A key regime is large vertebrate forward flight, in
which Reynolds numbers can range from 103–105 while still sustaining LEVs for weight support
and maneuvering [2]. The Rossby number Ro, a measure of the ratio of Coriolis to inertial
accelerations along the wing, dictates the stability and attachment of the LEV [3].

In order to model this parameter space, we use a 6-axis articulated robotic arm (shown
in Figure 1b) to actuate a flat plate of aspect ratio 2.17 in a closed-loop recirculating wind
tunnel. The robot produces a canonical figure-of-8 stroke path where the angle of attack is
varied from −30◦ ≤ α ≤ 30◦ continuously, and where the radius of revolution R is varied to
produce Ro = 12.8 to infinity (where the plate moves in pure translation), an approach seen
in [3], resulting in LEVs of varying stability. The Reynolds number is fixed at Re = 15, 000, a
transitional turbulent regime for this flow, such that the LEV is burst and incoherent. Stereo
particle image velocimetry (PIV) datasets have been collected to capture the vorticity of the
two extreme cases. We seek to understand how Ro affects the structure of the shear layer
during formation, LEV bursting, and the subsequent turbulent wake shed from the plate. To
identify coherent structures in these flowfields, proper orthogonal decomposition (POD) [4] and
spectral POD (SPOD) [5] are used to characterise large-timescale and small-timescale structures
respectively, some results of which are shown in Figure 2. The LEV formation cycle is identified as
the dominant mode for the POD analysis during the upstroke phase, in agreement with existing
literature. We further find through the SPOD analysis that the shear layer exhibits a range
of high-frequency instabilities across the baseline (no flapping) and flapping cases, triggering
small-scale vortex roll-up which is then fed into the forming LEV. However, this instability is
less coherent for the Ro = ∞ and hence low LEV stability case. Further experiments are planned
with longer acquisition times in order to provide further insight into this behaviour.
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(a) (b)

Figure 1: (a) The experimental set-up for stereo-PIV, as shown via a stream-wise cross-section
of the wind tunnel. (b) The robot arm with a Perspex plate mounted on the flange, performing
a flapping procedure through the laser sheet with seeding.

Translation 
𝑅𝑜 = ∞
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𝑅𝑜 = 16.7

POD SPOD

Figure 2: A comparison of the POD and SPOD results for two phases of the flapping procedures.
The highest energy POD mode of the vorticity during the upstroke clearly shows the LEV for-
mation stages across the two cases. The SPOD modes after the LEV sheds during the backstroke
show stronger coherence and containment of high chord-based Strouhal number structures in the
shear layer of the lower Ro case.
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Abstract: 

It has long been appreciated that the periodic forcing of a bluff body wake can induce significant 

alterations to both the large-scale (vortex shedding) structures that are emanating from the body and to 

the mean-flow wake topology. These effects are greatly accentuated at particular forcing frequencies 

which induce ‘flow-resonance’: For instance, the experiments of Tokumaru and Dimotakis [1] 

demonstrated that when a cylinder, exposed to a uniform stream, undergoes a forced rotary oscillation 

with a frequency equal to the natural vortex shedding one, a sharp decrease in body-drag can be observed, 

accompanied by a transformation of the momentum-deficit profile downstream of the cylinder (typical 

of wakes) into a momentum-excess profile (typical of jets). Unfortunately, the physics of this remarkable 

‘flow-resonance’ phenomenon remain obscure. The aim of this work is to answer the following two 

questions. Firstly, is the above wake-jet transition exclusive to rotating cylinders, or can it be found in 

other types of oscillatory movements which are relevant to offshore floating structures, e.g., dynamic 

tilting of bluff bodies? Secondly (and more importantly), what is the cause of this phenomenon – in 

particular, can it be linked to the formation of near wake vortical structures?  

 

To answer the above questions we conducted an extensive series of wind tunnel measurements of the 

turbulent wake of an oscillating solid disk. The disk was attached to a robotic arm (see figure 1) and in 

that way it could be dynamically pitched at various frequencies and amplitudes. Our experiments tested 

a parameter space that spanned (angular) amplitudes of 5, 10 and 20 degrees disk oscillation and six 

Strouhal numbers (characteristic oscillation frequencies) ranging from 0.047 to 0.23. In all cases the 

tunnel velocity was set to 2.95m/s, leading to a fully turbulent Reynolds number of 39000. Two ‘baseline’ 

cases were also tested: that of a steady disk wake, and that of the flow past an oscillating airfoil. The 

measurements were comprised of high-speed Particle Image Velocimetry at various downstream 

streamwise planes.  

 

Our key-findings can be summarized as follows. First, the oscillatory titling of the disk performed at a 

frequency very close to that of the natural vortex shedding, produced downstream mean velocity profiles 

which resembled a jet (see figure 2), i.e., flow resonance was indeed observed. This jet flow started 

appearing approximately 5 disk diameters downstream of the body. Second, the cause of this 

phenomenon was found to be linked to the formation of a ‘reverse Karman street’, i.e., a vortex street 

which is identical to the regular Karman one, except from the fact that the vortices rotate in the opposite 

direction (see figure 3). Such ‘reverse’ Karman streets are known to exist in the wake of oscillating 

airfoils [2], but have not been hitherto observed in the wake of bluff bodies. The presentation will discuss 

in detail the above flow physics, and how they differ from the ‘off-resonance’ conditions.  
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Figure 1: Experiment setup 

 

       
Figure 2: Time-averaged streamwise velocity, normalized with the free stream velocity for the St = 

0.186 and amplitude 20 degrees case. The arrows show the time-averaged velocity vectors. 

 

   
Figure 3: Phase averaged crosswise velocity (at phase 20 degrees), normalized with the free stream 

velocity for the St = 0.186 and amplitude 20 degrees case. The alteration of velocity magnitude 

indicates the existence of a vortex street whose sense is opposite to the regular von-Karman one. 
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Italy

key-words: CFD, LES, Flow-Control, Bluff body, wakes, plasma

Abstract:
The control of bluff-body wakes for reduced drag and enhanced stability has traditionally relied
on the so-called direct-wake control approach, [1, 2, 3]. By the use of actuators or passive devices,
one can manipulate the aerodynamic loads that act on the rear of the model. An alternative
approach for the manipulation of the flow is to move the position of the actuator upstream,
hence interacting with an easier-to-manipulate boundary layer. The present study will focus
on a bluff-body flow solved via large-eddy simulations (LES) to investigate the effectiveness of
an upstream plasma actuator (positioned at the leading edge) with regard to the manipulation
of the wake dynamics and its aerodynamic loads. A rectangular cylinder with rounded leading
edges, equipped with actuators positioned at the front curvatures, will be simulated at Re=40
000. Previous work [4] has shown that, by using a blowing and suction technique, super-harmonic
frequencies of the natural vortex shedding is an effective way to tune the control device. In addi-
tion, the induced disturbances, penetrating downstream into the wake, significantly reduce drag
and lateral instability, Fig. 1. This first study showed the potential of such a control, and in the
present work a plasma actuation is implemented numerically, tested and its effect is compared
with previous results.
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Figure 1: Comparison of the actuated wake topology: (red) unactuated case; (green) optimized
actuated (GDR) case; (yellow) non optimized actuated (SRS) case, [4].

90



Turbulence: statistical approach versus coherent structures 
 

J. Peinke1 

 
1Institute for Physics, Carl-von-Ossietzky University, Oldenburg, Germany 

 

The challenge of turbulence stems from its complexity. Taking different approaches to turbulence has 

led to the development of different schools of thought. On the one hand, the high degree of disorder 

obviously leads to a statistical approach. On the other hand, turbulent flows inspire one to see structures. 

This contribution presents a statistical, joint-multipoint characterisation of turbulence using a Fokker–

Planck equation. The Fokker–Planck equation framework enables the application of concepts of non-

equilibrium thermodynamics, such as the determination of entropy for each flow structure. According 

to fluctuation theorems, positive and negative entropy must be balanced mathematically. Interestingly, 

negative entropy events are linked to extreme velocity gradients, opening the possibility of defining 

coherent structures in a turbulent field using negative entropy values. In this approach, these structures 

are statistically entangled with the unstructured part of the field via the fluctuation theorem. 
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Abstract:

When turbulent flows develop within a non-turbulent environment, they are separated by a sharp
and highly contorted boundary known as the turbulent/non-turbulent interface (TNTI) [1]. The flow
dynamics at this region governs the fluxes of mass, momentum, and kinetic energy, that are fundamental
to understand in detail the mechanisms by which turbulent regions grow in non-turbulent backgrounds.

In the present work, we investigate the small-scale characteristics of the turbulent/non-turbulent
interface (TNTI) and of the turbulent entrainment using direct numerical simulations (DNS) in a novel
flow configuration. In this setup, two turbulent fronts develop spatially separated by a non-turbulent
background, without mean shear. A realistic inlet condition is implemented here, where planes of velocity
fluctuations from homogeneous isotropic turbulence (HIT) simulations, computed with spectral accuracy
using a separated temporal DNS code, are spatially advected. The non-turbulent region is generated by
convolving these velocity fluctuations with a smoothing hyperbolic tangent profile, effectively eliminating
velocity fluctuations in the inner region. A passive scalar is injected at this region, allowing to trace the
non-turbulent flow. An example of the resulting flowfield is shown in Figure 1.

The two initially separated turbulent regions grow by entraining irrotational fluid, and eventually
merge. At the merging point, turbulent kinetic energy, energy dissipation rate, and scalar mixing attain
their maxima. The analysis of turbulent kinetic energy budgets ascertains turbulent transport to be
the most significant source of turbulence in the non-turbulent core. Therefore, the TNTI develops in a
substantially different configuration than in commonly analysed flows, such as jets or wakes, since the
non-turbulent region is irrotational, but has non-negligible kinetic energy and energy dissipation rate. At
the turbulent side of the TNTI, conditional enstrophy and the respective budgets collapse for the different
streamwise positions analysed, once normalised by the local Kolmogorov micro-scales [2]. The exception
are the enstrophy peaks that decrease along the streamwise direction (see Figures 2 and 3 – colour ranges
from black to light grey, as the merging point is approached and sections downstream of the merging
point are represented in fading red).

The local entrainment velocity, calculated from the enstrophy budgets at each point of the TNTI,
following [3], is distributed in a non-Gaussian manner (Figure 4) and its average value, ⟨ve⟩ ≈ 0.1−0.2uη,
is found to be roughly independent of the streamwise location. However, extreme detrainment events, i.e.,
positive high values of ve, are found to be less frequent for sections downstream, suggesting considerable
changes in the geometry of the irrotational boundary as merging occurs.

It is stressed that the understanding of mutual interactions between merging turbulent fronts and
their impact on small-scale motions and entrainment is particularly important in engineering contexts
such as the merging wakes of turbines in wind farms, the development of boundary layers of consecutive
blades in turbomachinery, and reacting flows in non-premixed conditions.
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Figure 1: Two-dimensional instantaneous snapshot of normalised vorticity magnitude,
|ωi|+ = |ωi|/(U∞/H), in log scale.
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Figure 2: Conditional profile of enstrophy,
⟨ωiωi⟩I , normalised by local Kolmogorov veloc-
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Abstract: 
Wall turbulence consists of various sizes of vortical structures that induce flow circulation around a 
wide range of closed Eulerian loops. Here we investigate the multiscale properties of circulation 
around such loops in statistically homogeneous planes parallel to the wall. Using a high-resolution 
direct numerical simulation database of turbulent channels at Reynolds numbers of 𝑅𝑅𝑒𝑒𝜏𝜏 = 180, 550, 
1000 and 5200, circulation statistics are obtained in planes at different wall-normal heights. 
Intermittency of circulation in the planes of the outer flow (𝑦𝑦+ ≳ 0.1𝑅𝑅𝑒𝑒𝜏𝜏) takes the form of universal 
bifractality as in homogeneous and isotropic turbulence. The bifractal character simplifies to space-
filling character close to the wall, with scaling exponents that are linear in the moment order, and lower 
than those given by the Kolmogorov paradigm. The probability density functions of circulation are 
long-tailed in the outer bifractal region, with evidence showing their invariance with respect to the loop 
aspect ratio, while those in the inner region are closely Gaussian. The unifractality near the wall 
implies that the circulation there is not intermittent in character. 
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Abstract:
It has been reported that turbulent flows governed by Navier-Stokes (NS) equation are chaotic. In
addition, any numerical algorithms have artificial numerical noises. So, due to the butterfly-effect of
chaos, numerical simulations of NS equations given by the direct numerical simulations (DNS) become
badly polluted by artificial numerical noises quickly, as currently illustrated in [1] and [2].

In 2009 Liao proposed the so-called “Clean Numerical Simulation” (CNS) [3]. Unlike DNS, results
given by CNS have rigorously negligible numerical noises in a finite but long enough interval of time [4],
so that one can do “clean” numerical experiment for turbulence by CNS.

Randomness is one of the most important characteristics of turbulence, but its origin remains an
open question. By means of a “thought experiment” via several clean numerical experiments based
on the Navier-Stokes equations for two-dimensional turbulent Kolmogorov flow, we reveal a new phe-
nomenon, which we call the “noise-expansion cascade” [5] whereby all micro-level noises/disturbances
at different orders of magnitudes in the initial condition of Navier-Stokes equations enlarge consistently,
say, one by one like an inverse cascade, to macro-level. More importantly, each noise/disturbance in-
put may greatly change the macro-level characteristics and statistics of the resulting turbulence, clearly
indicating that micro-level noise/disturbance might have great influence on macro-level characteristics
and statistics of turbulence. Besides, the noise-expansion cascade closely connects randomness of micro-
level noise/disturbance and macro-level disorder of turbulence, thus revealing an origin of randomness
of turbulence. This also highly suggests that unavoidable thermal fluctuations must be considered when
simulating turbulence, even if such fluctuations are several orders of magnitudes smaller than other ex-
ternal environmental disturbances. Hopefully, the “noise-expansion cascade” as a fundamental property
of the NS equations could greatly deepen our understandings about turbulence, and besides is helpful
for attacking the fourth millennium problem posed by Clay Mathematics Institute in 2000. For details,
please refer to [5, 6].
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Abstract:

The Kolmogorov phenomenology describes the nature of homogeneous and isotropic turbu-
lence in flows of Newtonian fluids [1]. In his 1941 work, Kolmogorov showed that pth-order
structure function must scale as Sp ≡ ⟨(δu · r/r)p⟩ ∼ ⟨ϵ⟩p/3rp/3; δu = u(x + r) − u(x) and
r = |r|. In 1962, after the criticism by Landau, Kolmogorov and Oboukhov refined the similarity
hypotheses (KO62) to account for the intermittent nature of turbulence, and relaxed the global
averaging of dissipation ⟨ϵ⟩ in favour of its locally averaged value over a scale r, ⟨ϵr⟩, so that now

Sp ∼ ⟨ϵp/3r ⟩rp/3. In general, however, turbulent flows can be multiphase, and the added phase
may modify the nature of turbulence in a non-trivial manner. A particularly interesting situation
arises when polymers are added to a carrier flow: a small concentration of polymers in a tur-
bulent flow modifies the way energy is distributed and transferred across scales and results in a
variety of intriguing phenomena. Besides the Reynolds number Re, the nature of these polymeric
flows is characterised by the Deborah number De = τp/τL, which quantifies the elasticity of the
polymers via a typical polymer relaxation time τp relative to the largest time-scale of the flow
τL ≡ L/urms. Polymeric flows at large Re and unit De have recently been shown [2] to exhibit
a novel, self-similar scaling with S2 ∼ rξ2 where ξ2 ≈ 1.3 ≈ 4/3, which departs significantly from
the Kolmogorov exponent of ξ2 = 2/3; see figure 1. It is thus clear that the addition of polymers
drives turbulence statistics far away from the classical Kolmogorov predictions.

However, in this work we use an appropriate form of the Kármán-Howarth-Monin-Hill (KHMH)
equation [3] to show that, with suitable modifications, turbulence statistics of polymeric flows
can be actually cast within a K41-like phenomenology; see figure 2(a). We also show that the
refined KO62 phenomenology accounts for appropriate corrections to the deviations from a K41-
like behaviour, similar to classical Newtonian turbulence; see figure 2(b). At the conference, we
will first set up the analytical framework, and then substantiate it with data from numerical
simulations.
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Figure 1: (a) Velocity structure functions S2 in polymeric turbulence (solid curve) scale as
S2 ∼ r1.3, while in Newtonian turbulence (dashed curve) it scales as S2 ∼ r2/3. (b) Terms of
the KHMH equations for polymeric turbulence, i.e. dΦf/dr + dΦp/dr = D(r) + F (r)− 4/3⟨ϵ⟩r
where Φf and Φp denote the non-linear and polymeric fluxes, D is the viscous term which is
relevant at the small scales and F is the forcing term that injects energy in the system at the
large scales. This novel r1.3 scaling holds in an intermediate range where fluid and polymeric
flux contributions sum to a constant dΦt/dr = dΦf/dr+DΦp/dr. We show in blue (yellow) the
range of scales dominated by Φp (Φf ). The dissipative D and forcing F contributions remain
small in this entire range.
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Figure 2: (a) The Extended Structure Functions S̃p (that we introduce in this work by using
the KHMH equation) in polymeric turbulence exhibit a close to Kolmogorov behaviour S̃p ∼
rp/3. Solid straight lines show p/3 scaling. The Extended Structure Function is defined as

S̃p = ⟨δ̃V
p

∥⟩, where δ̃V ∥ = (δu∥δu
2
i −4δuiT

∗
i∥)

1/3, with the subscript ·∥ being the direction parallel

to r and Tij denoting the polymer stresses. (b) The flat compensated curve S̃6⟨ϵ2/3⟩3/S̃3
2⟨ϵ6/3⟩

(blue circles) shows conformity to the Refined Kolmogorov similarity hypothesis. In comparison,
the Newtonian compensated (solid lines, red circles) and the uncompensated (dashed line, red
squares) ratios, as well as the uncompensated extended ratio (dashed blue curve, square markers),
are strongly dependent on r.
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Abstract:

Large Eddy Simulation (LES) offers substantial computational savings over Direct Numerical
Simulation (DNS). Wall-Modeled Large Eddy Simulation (WMLES), in which the near-wall is
completely bypassed, makes the computations at high Reynolds-number and/or complex geome-
tries computationally tractable. However, in WMLES one must model the small, unresolved
scales everywhere in the domain, but also the dynamically important near-wall, small-scale tur-
bulence. A consequence is reduced performance for flows in which near-wall flow phenomena
dominate the outer flow, such as separation and relaminarization. WMLES is the topic of con-
siderable research activity. Equation- and data-driven modelling approaches such as resolvent
analysis and the family of proper orthogonal decompositions have given insight into reduced-
order representations of a range of turbulent flows, but the findings have not been effectively
integrated into LES models.

In this work, we exploit reduced but effective, scalable low-order models derived from the
Navier-Stokes equations via resolvent analysis to simulate the effect of the unresolved turbulence
in the wall layer. We embedd resolvent modes into WMLES and demonstrate that this approach
can be used to improve the WMLES solution by populating the missing eddies in the vicinity of
the first grid point.

In WMLES the near-wall is treated as a Reynolds-Averaged region, and only the mean flow
is known. We present a framework to include the contribution of scales much smaller than the
grid in the near-wall model in the form of modes derived from the resolvent analysis of the
Navier-Stokes equations. A judicious choice of modes results in a model that, in addition to
the (grid-averaged) wall stress, can account for wall-stress fluctuations, and allows the turbulent
kinetic energy in the wall layer (which is unknown in standard wall models) to be determined.
Figure 1 shows wall-stress contours, and highlights how the inclusion of resolvent modes results
in smaller-scales (and more realistic) structures, and in an increase in the fluctuation magnitude.
This is confirmed by examinning the streamwise-normal Reynolds stress. The inclusion of the
resolvent modes in the near -wall layer results in a considerable increase in the inner-layer-velocity
fluctuations; the addition of the contribution of the resolvent modes results in a total stress ( )
in much with that obtained from the DNS, compared with a standard WMLES ( ).
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Figure 1: Contours of the wall stress. Left: standard WMLES; right: WMLES with resolvent
modes.

Figure 2: Profiles of the streamwise-normal Reynolds stress. DNS [1]; : inner-flow
averaged field; resolvent-mode component; WMLES outer field; total;
WMLES, no Resolvent modes, total.
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Abstract:
Subgrid-scale (SGS) models express a physical interaction between the resolved scale and SGS in large-
eddy simulations (LESs) of turbulent flows. Recently developed data-driven modeling often produces a
model by minimizing the error between a model expression and the true value calculated from instanta-
neous turbulent velocity fields [1]. Thus, we face the classical problem of numerical destabilization due to
the backward scatter, which is observed for scale-similarity models [2].

To verify the necessity of backward scatter in LES, we investigate the dynamical aspect of turbulence

via the minimal channel flow. Reynolds number based on the friction velocity uτ is Reτ = uτh/ν = 200

where h and ν denote the channel half width and kinematic viscosity, respectively. According to the

typical size of near-wall structures [3], the domain size in the streamwise (x) and spanwise (z) directions

are respectively set to be 400 and 200 when normalized by uτ and ν. The grid points are Nx×Ny ×Nz =

64×128×64. We employ the finite difference scheme. See Ref. [4] for details of the numerical scheme.
The Fourier sharp-cut filter is employed only in the x and z directions. The cutoff wavelengths
are set to be (λ+

c,x, λ
+
c,z) = (100, 50), and thus the typical near-wall structures are fairly involved

in the resolved scale (see Ref. [3]).
The interaction between the resolved scale and SGS is represented by ξsgsij = −τ sgsiℓ |tl∂ℓuj −

τ sgsjℓ |tl∂ℓui where ui and τ sgsij (= uiuj −uiuj) respectively denote the velocity and SGS stress with
the filter operation ·, partial derivative in the ith direction ∂i, and Aij |tl = Aij−Aℓℓδij/3. Figure 1
shows the orbit depicted in the two-dimensional plane of the energy transfer rate ⟨ξsgsℓℓ /2⟩V and
the dissipation rate from SGS εSGS[= ⟨uiν∂2

j ui − uiν∂
2
j ui⟩V ] where ⟨·⟩V denotes the volume

average. The energy transfer rate −⟨ξsgsℓℓ /2⟩V occasionally exceeds the dissipation rate εSGS, e.g.
in 280 ≤ t+ ≤ 360, although it basically turns around the energy-balanced line. Hereafter, we
focus on ξsgszz to discuss the spatial structure of turbulence (see Ref. [4]). Figure 2 shows that
the backward scatter for the spanwise velocity ⟨ξsgszz |>0⟩V exhibits a large value in the period
280 ≤ t+ ≤ 360, which also corresponds to the time when the maximum value of the resolved
scale Reynolds shear stress in the lower side of the channel becomes large. The flow visualization
depicted in figure 3 suggests that the positive ξsgszz corresponds to the roll-up of a low-speed
streak, which reminds us of a bursting process. Therefore, we infer that the backward scatter
significantly contributes to the typical dynamics of wall-bounded turbulent flows.
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Figure 3: Visualization of the streak u+x = 10, Q+ = [−(∂jui)(∂iuj)/2]
+ = 0.01, and backward

scatter for the spanwise velocity ξsgs+zz = 0.2 at t+ = 294. The gray sheet, elongated colored
meshes, and colored surfaces depict the streak, Q, and backward scatter, respectively. Q is colored
with the streamwise vorticity ω+

x [= (∂uz/∂y−∂uy/∂z)
+], whereas ξsgszz is colored with the spanwise

velocity in the resolved scale u+z : for both, warm and cool colors depict the positive and negative
values, respectively. The direction of the mean flow is from left to right.
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Abstract:
It is well-known that Discontinuous Galerkin (DG) methods are very well suited to the Implicit Large
Eddy Simulations (ILES) of turbulent flows. However, in the current literature, under-resolved DG
simulations are usually performed at low Mach numbers [1] and the robustness of the approach under
transonic/supersonic conditions is still questionable. In this contribution, we present the assessment
of an entropy projection-correction method considering this more demanding situation. The approach
proves to be an effective and efficient solution for undertaking scale-resolving simulations of turbulent
transonic/supersonic flows. The projection operation of the discrete spatial operators onto the entropy
variables space guarantees a robustness enhancement with respect to the baseline conservative scheme,
enabling to account for both the discretization errors related to the under-resolution and the sharp vari-
ations of the thermodynamic state related to supersonic conditions. Furthermore, since the projected
state is only used in the evaluation of the spatial operator, the non-stationary term retains its conserva-
tive form, hence both guaranteeing the formal conservation of the standard quantities and maintaining
a computational cost comparable with the baseline standard (conservative) scheme. On top of this, the
introduction of the explicit entropy correction [2] in such entropy-projected framework further guarantees
the entropy stability of the numerical scheme. In this regard, we verified that the correction term does
not introduce in the solution any spurious alteration or additional dissipation. The resulting framework
enhances the robustness of the standard DG method and allows to successfully undertake highly challeng-
ing scenarios, ranging from high-Mach turbulent channel flows to configurations characterized by more
complex geometries and flow discontinuities, i.e. shocks , such as the case of a transonic flow impinging on
a sphere (Fig.2). The favourable dissipation/dispersion properties of the DG method are fully exploited to
perform such simulations using a small fraction of the DOFs employed by the reference DNS [3, 4]. This,
combined with the fact that the entropy stable framework is computationally inexpensive, allowed us to
derive accurate solution on multi-scale problems by solely relying on the in-house computing facilities.
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Figure 1: Compressible channel flow Reτ = 1000, Mb = 1.5. Instantaneous λ2 isocontours
coloured by Mach number. DG polynomial approximation P8.

Figure 2: Transonic M = 0.95, Re = 1000 flow impinging a sphere. λ2 isocontours coloured by
Mach number with M = 1 isosurface. DG polynomial approximation P6.
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Abstract:
Large-eddy simulation (LES) has developed into a valuable tool to study turbulent flow. However, the
foundation of the method itself is not yet fully understood [1]. This concerns in particular the dividing
line between physics and numerics, which is blurred by both the coupling filter-discretization and the
interaction discretization-subgrid model. To get a better understanding of this, we consider the filtering,
modeling and discretization as a whole, that is as being joint into a single entity. The basic idea is
described in the simplest possible setting: a finite-volume discretization of 1D Burger’s equation on a
uniform grid with spacing h:

hdtũi−1/2 + Φi − Φi−1 = − τi + τi−1,
where Φ denotes the resolved flux and τ is the subgrid model. Both the flux and the model are evaluated
at the faces of the volumes. Therefore this approach uses two filters: the average over the finite volume
defines the first filter, the cell-to-face interpolation introduces the second filter:

ũi−1/2(t) =
1

h
∫

xi

xi−1

u(x, t)dx ui(t) =
1

2h
∫

xi+1

xi−1

u(x, t)dx = 1
2
(ũi−1/2 + ũi+1/2).

With these two filters the flux is approximated as usual by Φi = u2
i − ν(ũi+1/2 − ũi−1/2)/h. The grid-

filtered velocity is orthogonally decomposed. In matrix-vector notation: ũ = u + u≻ with u = Lũ, where
L represents the cell-to-face interpolation, and u≻ = Sũ with S = I − L. Importantly, u ⋅ u≻ = 0;
hence ∥ũ∥2 = ∥u∥2 + ∥u≻∥2. So the total energy is broken up into ∥u∥2 = ∥u∥2 + ∥u≻∥2 + ∥u′∥2, with
the latter contribution being the subgrid energy, see also Fig. 1. To start, the leading-order term of τ is
determined using a Richardson extrapolation. This yields τ ≈ τo [2]. Then, a novel scale-truncation model
is added such that it approximately generates the minimal amount of dissipation needed to counteract
the production of both u≻ and u′, i.e., dt∥u≻∥2 + dt∥u′∥2 ≤ 0. This results into the model

τ = τo − α∇Su
≻ α = (∇Su

≻ ⋅ (Φ + τo))+
∥∇Su≻∥2

,

where ∇S = ∇hS⊺ and ∇h is the difference operator, i.e., (∇hu)i = ui+1/2 − ui−1/2.
The model is applied to a decaying burgulence test case [3]. Figure 2 shows a comparison of energy
spectra. The DNS spectrum is computed using N = 214 gridpoints. The LES uses 27 − 210 gridpoints.
The DNS data is filtered using the above box filter with filter length 2h. Note that its convolution kernel
Ĝk = sin (kh)/kh leads to the oscillatory behavior of the filtered spectrum. The LES spectrum matches
that of the DNS very well for large scales of motion and coincides with the filtered DNS spectrum near
the LES cut-off.
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Abstract:
Direct numerical simulations (DNS) of turbulent rotating Rayleigh-Bénard convection are limited to
moderately fast rotation (with Ekman numbers Ek = Ro/Re ≥ 10−8 while astrophysical and geophysical
applications are characterized by Ek orders of magnitude smaller (Figure 1). We present the rescaled
incompressible Navier-Stokes equations [1] informed by the scalings valid in the asymptotic limit of Ek→ 0
[2] which allow us to access previously unattainable parameter regimes, viz.,

Dtu⊥ = −ẑ ×U⊥ +∇2u⊥, Dtw = −∂zp+ (R̃a/Pr)θ +∇2w, U⊥ = ε−1(u⊥ + ẑ ×∇⊥p),
Dtθ + w(∂zΘ− 1) = Pr−1∇2θ, ε−2∂tΘ + ∂z(wθ) = Pr−1∂zzΘ, ∇⊥ ·U⊥ + ∂zw = 0.

Here, (u⊥, w) is the velocity field, with εU⊥ ≡ (εU, εV, 0) the ageostrophic velocity, and the temperature
T = Θ + εθ; Dt ≡ ∂t + u⊥ · ∇⊥ + εw∂z, ∇2 ≡ ∇2

⊥ + ε2∂zz. Control parameters are the Ekman

number ε ≡ Ek1/3, the Prandtl number Pr, and the reduced Rayleigh number R̃a = Ra ε4. Vertical
(H) and horizontal (`⊥ = εH) coordinates are scaled anisotropically resulting in box aspect ratio εΓ ×
εΓ × 1. Impenetrable upper and lower boundaries are taken to be at fixed temperature and stress-free.
Simulations for Γ = 10`c/`⊥ (in terms of the most unstable wavelength `c) access the parameter range

10−24 ≤ Ek ≤ 10−1, 8.7 < R̃a ≤ 300 [1, 3]. Figure 2 compares the Nusselt and Reynolds numbers
(Nu,Re) at finite Ek with (Nu∞,Re∞), the measured values in the asymptotic limit ε → 0. Departure

from the asymptotic limit is consistent with the predicted transitional value Ekt1 ∝ Pr3/2R̃a
−15/4

[4].
For Ek < Ekt1 geostrophic balance holds throughout the layer. Loss of balance within the thermal
boundary layers for Ek > Ekt1 results in the emergence of vertical gradient contributions to thermal and
viscous dissipation and consequently enhancement of Nu, Re via their connection to dissipation rates:

εν = Ra(Nu− 1)Pr−2 and εϑ = Nu. Loss of balance for the entire layer occurs for Ekt2 ∝ R̃a
−3/2

> Ekt1.
The figure also confirms that cyclone-anticyclone asymmetry, measured by the depth-averaged (barotropic)
vertical vorticity ωz, disappears with decreasing Ek, as expected [2].
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Figure 1: Estimates of the nondimensional parameters for different celestial objects shown in the
(Ek ≡ ν/2ΩH2,Re ≡ wrms/ε) plane (ν is the viscosity, Ω the rotation rate). Diamonds indicate
the parameter values explored here. Parameters reached in previous laboratory experiments and
simulations are indicated by shaded regions; dashed lines indicate transition Rossby numbers Ro.
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Abstract:
An experimental approach employing a heated thin foil and infrared (IR) thermography to take heat
transfer fluctuations measurements in a channel airflow, characterised by small amplitude and high fre-
quencies, is presented. The setup with a heated thin foil in which an electric current is discharged to apply
the Joule effect enables signal amplification [1]. Compared with water medium [2], smaller fluctuations
and higher characteristic frequencies might be found with air. This experimental campaign has been
developed in the Channel Flow facility at Politecnico di Torino, at a Reynolds number Reτ = 220. The
IR system was set to 180 Hz, with 5 and 10 µm foils at different input power levels.

The segment of the wall where measurements are taken is replaced by the foil, and the IR camera
acquires temperature measurements on its external side, necessitating that it be thermally thin (Bi ≪ 1).
With these acquired maps, the energy balance of the thin foil (1) provides us with the convective heat
transfer coefficient hc between the fluid and the foil locally, considering also the Joule power input,
conduction within the foil, radiation and external convection. To ensure that the foil can properly capture
the thermal events in the channel flow, one must verify that the characteristic time of the foil is small
enough with respect to that of the channel (Fo ≫ 1) under the different parameters of the problem [3].

cpρa
∂Tw

∂t
= ϕ

′′

J − ϕ
′′

cond − 2ϕ
′′

rad − ϕ
′′

conv,ext − hc(Tw − Taw) . (1)

The temperature sequence is characterised by a low signal-to-noise ratio. This data must be filtered
before heat transfer is computed to enable a reasonable physical interpretation. To that end, the filtering
procedure employs high-pass, 3D-Gaussian and POD filters. As shown in figure 1, the heat transfer map
shows patterns with characteristic sizes as those expected in this type of channel flow [4].

Low levels of heating do not amplify the signal as needed. Natural convection cells on the external
side of the foil, characterised by larger scales than those expected from this channel flow and significantly
lower frequencies, were developed as a consequence of the heating of the foil. This thermal signature
increases with the level of heating, but it can be removed with the filtering procedure.

The thermal inertia and conduction difference between the 5 and 10 µm foils results in a lower
sensitivity and a longer response time to temperature changes for the thicker foil. Although these patterns
still resemble representative of the physics in the channel, peaks are attenuated and noise is increased
with respect to the thinner foil.
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Figure 1: Filtering example for an instantaneous snapshot employing a 5 µm foil: from left to
right, original ∆Tw map, filtered ∆Tw map and heat transfer map employing the Stanton number
(∆St). These quasi-streamwise-aligned patterns have characteristic sizes of 500–1000 ∆x+ and
50–100 ∆z+.
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Abstract:
Helicity, a measure of broken reflectional symmetry, contributes to the turbulence dynamics and statistical
properties [1]. The two-point two-time velocity correlation of homogeneous isotropic but non-mirror-
symmetric turbulence is written in mathematically generic form as

R̃ij(r; t, t
0) ⌘ hu0

i(x; t)u
0
j(x

0; t0)i = hu0
i(0; t)u

0
j(r; t

0)i

= f
rirj

r2
+ g

⇣
�ij �

rirj

r2

⌘
+ h✏ij`

r`

r
, (1)

where r = |r| = |x0 � x|, u0 is the fluctuating velocity, and h· · ·i is an appropriate averaging. Here,
f is the longitudinal correlation, g is the transverse correlation, and h is the cross-flow correlation as
depicted in Figure 1. As this natural consequence, the turbulent momentum transport will be a↵ected
by the turbulent helicity defined by H ⌘ hu0 · !0i (!0(= r ⇥ u0): fluctuating vorticity) [2]. Such a
helicity contribution comes from the cross-flow correlation h in (1). This gives a stark contrast to the
eddy-viscosity which comes from the transverse and longitudinal velocity correlations.

On the basis of the theoretical analysis of the turbulent momentum flux [3, 4], the subgrid-scale (SGS)
stress is modelled as [5]

⌧ij ⌘ uiuj � uiuj

=
2

3
KS�ij � ⌫Ssij + ⌘S


@HS

@xi
!⇤j +

@HS

@xj
!⇤i �

2

3
�ij(!⇤ ·r)HS

�
, (2)

where KS ⌘ (u2 �u2)/2 is the SGS energy and HS ⌘ u · !�u ·! is the SGS helicity. The SGS viscosity
is expressed by the Smagorinsky model ⌫S = (CS�)2|s| (CS: Smagorinsky coe�cient, �: filter width). In
addition to the usual Smagorinsky model (the first term), we have an additional contribution of the SGS
helicity (the second term). This model is called the helicity SGS model.

where KS ⌘ (u2 � u2)/2 is the SGS energy and HS ⌘ u · ! � u · ! is the SGS helicity. The SGS
viscosity is expressed by the Smagorinsky model ⌫S = (CS�)2|S| (CS: Smagorinsky constant, �: filter
width). In addition to the usual Smagorinsky model (the first term), we have an additional contribution
of the SGS helicity (the second term). This model is called the helicity SGS model.

In order to validate the helicity SGS model, we perform a series of direct numerical simulations in a
triple periodic box with helical forcing [5]. The inhomogeneous turbulent helicity is injected by external
forcing. The scattering plots of the DNSs and the two models (Smagorinsky and helicity models) are
shown in Figure 2. While the Smagorinsky model never properly represent the DNS results, the helicity
SGS model improves the correlation with the DNSs very much. This clearly shows that even in the
homogeneous isotropic turbulence, the second term of (2) should be implemented in the SGS model for
helical turbulence.

In the context of astrophysical and geophysical flows, the helicity model is applied to the problem
of angular-momentum transport in the stellar convection zone [6]. In the solar convection turbulence,
there are some unsolved problems called the convection conundrum. One of them is how to reproduce
the prograde angular velocity (di↵erential rotation) profile observed in helioseismology by the numerical
simulations of solar convection zone with the solar parameters (rotation, luminosity, etc.). Here we stress
that the radial and colatitudinal distribution of turbulent helicity coupled with the large-scale azimuthal
vorticity associated with the meridional circulation can contribute to the realisation of the Reynolds stress,
which plays key roles for the large-scale flows (di↵erential rotation and meridional circulation) in the Sun.
Some recent results with the aid of the helicity turbulence model and DNSs of spherical shell mimicking
the Sun are presented (Figures 3 and 4). These results indicate the inhomogeneous helicity e↵ect may be
relevant to the stellar angular-momentum transport.
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Abstract:
Experiments devoted to the study of turbulent mixing at an interface between air and helium
are conducted in a shock-tube set-up at ISAE-SUPAERO. The shape of the interface, just before
shock front arrival, stems from the opening of a series of rotating blades initially separating both
gases. The vorticity deposit induced by the first interaction with the incident shock wave of Mach
number 1.2 leads to the occurence of a mixing zone which is subsequently hit by the transmitted
shock front reflected at the aft-end of the tube. This event is referred to as “reshock” and its
effect on the mixing zone structure and growth is the main scope of this study.

Three kinds of diagnostics have been employed in the present air/helium configuration. High-
speed camera Schlieren photography, as shown in figure 1, allows to follow the upper and lower
edges of the mixing zone during most of the time from the first shock-crossing to the post-reshock
period, see [1]. High-resolution stereoscopic particle image velocimetry (PIV) at three instants
(shortly after shock-crossing, just before the arrival of the reshock and soon after the interaction
of the reshock with the mixing zone), as shown in figure 2, gives access to details of the flow field,
see [2]. Planar tomoscopy allows to characterize the 2D-concentration field around the rotating
blades just after complete opening (before any interaction with a shock wave), see [3].

The latter are then used to initialize the 3D-simulations of the experiments illustrated in fig-
ure 3. Comparisons between measurements and computations comprise the mixing zone width
from Schlieren photography and the integral or Taylor microscales from PIV.
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Figure 1: Schlieren photography of the interface between air (left) and helium (right) at three
times : shortly after shock-crossing, just before the arrival of the reshock and soon after the
interaction with the reshock.

Figure 2: Vorticity fields from PIV measurements at the same three times as in figure 1

Figure 3: Volume rendering of a numerical simulation of the experiment
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Abstract:
Olfactory search is fundamental for living organisms to locate nutrients or mates and plays a
major role in robotic search-and-rescue operations, where chemical sources must be promptly lo-
calized. The searcher (agent) navigates through a turbulent flow field, where odors emitted from
a source (target) are subject to stretching and diffusion, leading to sparse and intermittent odor
detections [1]. Existing navigation strategies often rely on the Bayesian update of a probability
map on the entire domain used to determine an optimal action within a discretized action space
[2]. While robust and efficient, these methods are memory-intensive.
Here we propose a backtracing-based approach for odor source localization in turbulent envi-
ronments, inspired to simpler heuristics, such as casting and surging [3], which do not require
a probability map on the entire domain. The agent learns the spatiotemporal dynamics of the
turbulent flows in which it typically moves. Specifically, it infers the time-dependent probabil-
ity distribution of an odor particle’s position at an earlier time given an odor detection at the
current time and agent’s position, conditional on the local fluid velocity and possibly other local
observables. Learning this probability density does not require measuring the odor field. When
engaged in source localization, the agent samples the learned probability distribution through
an associated Fokker-Planck equation, which includes an explicitly time-dependent drift, a com-
ponent parallel to the probability gradient, and an orthogonal component. These contributions
correspond to a surge in the probability gradient direction and a cast perpendicular to it, mirror-
ing natural olfactory search strategies. We evaluate this algorithm for a passive scalar emitted
from a point source and advected by a two-dimensional turbulent flow. We show that the agent
can effectively backtrace odor detections, reconstructing trajectories that resemble passive scalar
plumes, thus efficiently localizing the source.
We acknowledge financial support under the National Recovery and Resilience Plan (NRRP),
Mission 4, Component 2, Investment 1.1, Call for tender No. 104 published on 2.2.2022 by
the Italian Ministry of University and Research (MUR), funded by the European Union –
NextGenerationEU – Project Title Equations informed and data-driven approaches for collective
optimal search in complex flows (CO-SEARCH), Contract 202249Z89M – CUP B53D23003920006
and by the European Research Council (ERC) under the European Union’s Horizon 2020 research
and innovation program (Grant Agreement No. 882340).
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Figure 1: Trajectories of three independent agents and snapshots of the scalar field at three times.
Diamonds denote the agents’ positions, while the blue circle marks the area where agents can
detect and reach the source. The reference length scale L is of the order of the domain size, and
V is the mean flow velocity in the horizontal direction.
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Abstract:
Rotating turbulence often occur in many industrial applications such as rotary machinery, food
processing, turbines, and pumps, and understanding the characteristics and behaviour of flow in
these systems can provide the fundamental principles governing fluid flow and turbulence, which
can in turn contribute to the development of better turbulent models. This study conducts
direct numerical simulation of turbulent flow in a 10πR (R is the pipe radius) long pipe with
axial rotation, considering Reynolds numbers Reτ up to 1000 and rotation numbers N = ΩR/Ub,
where Ω is the rotational angular velocity and Ub is the bulk velocity. The results show that the
friction factor under the effect of rotation number is complicated. For larger Reτ,0 (e.g., 550 and
1000), the friction factor decreases with increasing rotation number, while for Reτ,0 = 180, the
minimum Reynolds number considered, the friction factor decreases first and then increases with
the rotation number, achieving the minimum at N = 0.5. Scaling laws for the mean centerline
axial velocity, mean axial, azimuthal velocity, and the minimum azimuthal velocity are proposed,
which also take the effect of rotation into consideration and are in contrast to the usual inner-
scaled laws. And the new scaling laws all show a better agreement with the DNS data. The
analysis of energy flux box reveals that rotation enhances the production of the fluctuating field
of axial velocity from the mean field of axial velocity, and also the convection between u′r and u′θ.
In addition, the mean azimuthal velocity is no longer 0. The azimuthal velocity under rotation
is only maintained by the production from u′r and u′θ. As for dissipation, rotation enhances the
dissipation of Uθ and u′θ, and reduces the dissipation of Uz, u

′
r, and u′z. Examination of the

turbulent structures highlights the role of rotation in widening, elongating, and inclining the
streaks structures. At high rotation numbers, clear strengthening of turbulence is observed in
the core part of the flow, with a obvious outer peak in the pre-multiplied spectra which indicates
very-large scale motions (VLSMs) emerge under the influence of rotation.
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Abstract:
Of the many different kinds of surface roughness, riblets stand out not only for their drag-reducing regime
at low viscous sizes [1] but also for their divergence from the typical k-roughness regime at high l+g values,
where l+g is the square root of the groove cross-section. Von Deyn, Gatti & Frohnapfel [2] demonstrated
that these anisotropic surfaces exhibit a peak in friction drag at approximately 50 wall units, after which
their drag increase relative to a smooth surface becomes independent of the geometry size.
On the one hand, it seems reasonable that this type of surface should not behave exactly like a canonical
random rough surface due to the absence of pressure drag resulting from homogeneity along the streamwise
direction. However, the physical reason behind this behavior remains unclear, necessitating a numerical
investigation to gain deeper insight into the underlying physics.
In this context, we perform Direct Numerical Simulations of turbulent channel flows with riblets in the
drag-increasing regime, spanning a range of riblet sizes between l+g = 20 and 200 to replicate the behavior
observed experimentally by von Deyn, Gatti & Frohnapfel [2]. The riblet geometry, in terms of cross-
section shape, is fixed, with a height-to-spacing ratio of k/s = 0.38 and a tip angle of α = 60◦. The
riblet size in outer units (lg) ranges from 0.05 to 0.24, and different l+g values are obtained by varying
the friction Reynolds number between 200 and 900. Preliminary results include four different geometries
with sizes lg = (0.12, 0.12, 0.24, 0.24) and l+g = (30, 50, 50, 100), respectively. The implementation of a
passive scalar also allows for a heat transfer analysis in the context of forced convection with a unitary
Prandtl number. Simulations are run for 80 large-eddy turnover time units.
In Figure 1, we plot the friction curve in terms of shift in the mean velocity profile, ∆U+. In this
case, ∆U+ is calculated from the friction coefficients (Cf ) of the smooth and ribbed cases, for a proper
comparison to the experimental results. However, directly comparing the mean velocity profiles would
yield very similar results. As expected, while the l+g = 30 case follows the prediction of the k-roughness
regime, the cases at l+g = 50, and especially 100, significantly deviate from it. Friction appears to be
largest at l+g ≈ 50, while it decreases slightly for the l+g = 100 case, perfectly matching the experimental
data. Further ongoing simulations will confirm whether ∆U+ reaches a constant value for increasingly
larger viscous sizes. The current understanding of this behavior is that, as the Reynolds number increases,
the buffer layer is compressed on the wall surface. As the riblet walls grow larger in viscous units, they
may be perceived as locally smooth by wall turbulence. This, combined with the absence of pressure drag,
may explain why further increases in the Reynolds number do not lead to increases in ∆U+.
When considering ribbed surfaces, Rouhi et al.[3] showed that certain geometries have the ability, to
some extent, to favorably break the Reynolds analogy. This means that in some cases, heat transfer
(measured as Ch, the Stanton number) can be increased more than friction, offering interesting prospects
for industrial applications. It was also demonstrated that this capability is linked to the emergence of
Kelvin-Helmholtz rollers in the near-wall region. Preliminary results, plotted in Figure 2, show that the
simulated geometries are very close to the Reynolds analogy prediction RA = RA0, where RA = 2Ch/Cf .
The one case that stands out is the one at l+g = 50, which features a ratio of RA/RA0 ≈ 1.02, favourably
breaking the Reynolds analogy. Further analysis will explore the physics of this phenomenon in more
detail, supported by ongoing parametric simulations.
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Figure 1: ∆U+ values from present DNSs are compared to the experimental data from von Deyn,
Gatti & Frohnapfel [2]. Green markers indicate geometries with the same cross-section shape as
the simulated ones, brown markers represent different trapezoidal geometries, and gray markers
correspond to triangular riblets. The dashed line represents the fully rough regime.

1 1.1 1.2 1.3 1.4 1.5
1

1.1

1.2

1.3

1.4

1.5

Favourable

Unfavourable

l+g ≈ 50

l+g ≈ 100

l+g ≈ 30

Cf/Cf,0

C
h
/C

h
,0

Figure 2: Changes in Stanton numbers (Ch) are compared to changes in friction coefficients
(Cf ) relative to the reference smooth channel data (·0). The line with unitary slope represents
the Reynolds analogy line, dividing the domain into two regions: one where the increase in heat
transfer exceeds the increase in friction (favorable breaking of the Reynolds analogy) and another
where friction increases more than heat transfer (unfavorable breaking).

118



 
Identity variation of turbulent spots in pipe flow associated with 

multigenerational splits, reconnect and re-splits  
   

X. Wu1, P. Moin2  and R.J. Adrian3 
 

1 Department of Mechanical & Aerospace Engineering, Royal Military College, Kingston, Canada 
2 Center for Turbulence Research, Stanford University, Stanford, USA 
3 Aerospace & Mechanical Engineering, Arizona State University, Tempe, USA 
 
key-words: Pipe Flow, Turbulent Spot, Transition, Split, Turbulence 
 
Abstract: 
The development of turbulent spots dictates the nature of pipe flow transition in the theoretically important 
Reynolds number range 2000 < 𝑅𝑒 < 3000, based on the diameter 2𝑅 and the bulk velocity 𝑉. At these low 
Reynolds numbers,  some turbulent spots may split into two units with the child spot appearing downstream of 
the parent (Lindgren [1]). Research in this field has been centered around the notion of equilibrium puff [2]. It 
is widely believed that an equilibrium puff translates through the pipe as a frozen eddy until a Reynolds-
number-dependent probability dictates it to either split or decay; and the competition between split and decay 
governs whether turbulence spreads or not at low Reynolds numbers [3].  We present direct simulation results 
on short-duration, wedge-type and plug-type, inlet disturbances developing spatially through a 1000 radii-long 
fully-developed laminar pipe flow at 𝑅𝑒 = 2150, 2300 and 2500. The computational mesh size is 32768 ×
200 × 256 in the axial, radial, and azimuthal directions, respectively. We seek answers to the following 
questions: (1) What does an equilibrium puff do while waiting for its turn to split? Is split a sudden memoryless 
event or a gradual process with some unknown hysteresis effect? How is puff identity affected by such a 
hysteresis effect, if it does exist? (2) Is decay a totally separate factor from split? (3) What is the representative 
type of vortex inside a pipe turbulent spot? We found that the representative constitutive structure of these 
spots (puffs at lower 𝑅𝑒 and slugs at higher 𝑅𝑒) is reverse hairpin vortex. Rather than waiting passively as 
translating frozen eddies between splits, puffs are discovered here to constantly undergo a quasi-cyclic process 
as manifested by a mini life cycle localized in their frontal elongated zone (potential child embryo), a result of 
sustained zonal axial velocity differential. This is accompanied by a quasi-cyclic oscillation in their front 
propagation speed, which has been masked in the prevailing statistical view of constant equilibrium puff length 
and speed. Decay is found to be an integral part of split rather than a totally independent factor. Most 
importantly, spot identity varies frequently due to a previously unknown composite process of puff 
development including, sequentially, multi-generational splits, reconnect, and re-splits (Figure 1 and Figure 2).  
This unexpected hysteresis effect of split and the associated composite process carry implications to theoretical 
studies modeling the critical Reynolds number at which turbulence starts to spread in pipe flow: Puff life-time 
and split waiting-time statistics used in theoretical predictions may be less accurate if such spot identity reset, 
due to reconnect and re-splits, is not tracked and included in the sampling procedure. A set of movies 
documenting these composite processes with remarkable clarity has been constructed.  
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Figure 1: Circumferentially-averaged friction factor 〈𝑓〉 as a function of axial distance 𝑧	and time 𝑡 at  
𝑅𝑒 = 2300. Diamond symbol: fully-developed laminar pipe solution 𝑓 = 64/𝑅𝑒. The new child at 
𝑡𝑉/𝑅 = 800 is a consolidation of several upstream spots as a result of the splits, reconnect and re-split 
composite process. Hence, the identity of this new child spot is not the same as the upstream children 
or the grandchild. For accurate spot life-time statistics sampling, such identity reset must be tracked.  

             

                                                                                                           
                                                                                                                                  

Figure 2: Multi-generational splits, reconnect and re-split composite process revealed by the iso-
surfaces of swirling strength, corresponding to the skin-friction results in Figure 1. The mini life cycle 
of frontal elongated zone including growth, detach and decay reflects the quasi-cyclic nature of puff in 
low-Reynolds-number pipe flow. It is evident that puffs are not translating frozen eddies while waiting 
to split; they have a vivid mini life cycle; split is not a sudden mysterious event, decay is an integral 
part of split; spot identities are frequently reset as a result of the composite process.  
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Abstract:

The effect of the radius of curvature on the turbulent flow between two concentric cylinders,
azimuthally oriented has been investigated by direct numerical simulations, at bulk Reynolds
number Rb ≈ 5000. By varying the inner radius from ri/δ = 0.025 to 95.5, (δ is the gap
width) four flow regimes have been identified namely: 1) mild curvature for ri/δ > 14.5; 2)
moderate curvature for 1.5 < ri/δ ≤ 14.5; 3) strong curvature for 0.25 < ri/δ ≤ 1.5; 4) extreme
curvature for ri/δ ≤ 0.25. For all values of curvature a region of negative turbulent kinetic energy
production arises due to the displacement between the locations of zero shear and turbulent stress.
While the peak of negative production is negligible for mild curvatures, it becomes increasingly
pronounced as curvature intensifies, with the peak shifting closer to the inner wall. Negative TKE
production is associated with an energy transfer from the small scales of turbulence to the largest
scales of motion. In turbulent flows, the pressure field tends to be more coherent at larger scales
compared to the velocity field. As a result, pressure fluctuations are expected to exhibit greater
coherence near the inner wall, particularly for strong curvature. Indeed, flow visualisations of
azimuthal flows revealed spanwise coherence in fluctuating pressure, which interacts with the
fluctuating radial velocity. A misalignment between these spanwise structures leads to a strong
negative correlation between pressure and radial velocity fluctuations.

The increased correlation between radial velocity and pressure results in a completely dif-
ferent distribution of terms in the TKE transport equation, which has never been observed in
wall-bounded turbulent flows. In the region near the inner wall of strongly curved channels, the
production term becomes negligible, and TKE is gained instead through pressure-velocity cor-
relations. This significant energy gain is partially transferred away from the inner wall by triple
velocity correlations, and is locally dissipated by total dissipation. It is important to note that
this complete redistribution of TKE budgets occurs only under conditions of extreme curvature,
where the mean TKE is higher near the inner wall than near the outer wall.

This study was mainly of academic interest, being almost impossible to reproduce in practice
the set-up considered. Taylor-Couette flow largely studied in the past both experimentally and
numerically is a configuration close to the one of academic interest. To our knowledge the
minimum radius, up to now considered, was approximately ri/δ = 0.53 corresponding to the
strong curvature regime. Since the more interesting regime is that with extreme curvature in
the present study we would like to conduct numerical experiments of Taylor-Couette flow with
internal radii as small as 0.025δ, to assess whether the same behaviour of the TKE budget
observed in azimuthal flow is found.

To show that the azimuthal flow structures and consequently the statistics depend on the
radius of the inner rotating cylinder contour lines of the radial velocity vr are shown in figure 1.
When the radius ri is equal to the gap the structures in figure 1 d extends from the inner to the
external cylinder, when ri reduces smaller structures appear and interact with large structures
in figure 1 c. The latter start to disappear at ri = 0.0075 (figure 1 b) and are evanescent at
ri = 0.0025 (figure 1 a). These visualization have been presented at an intermediate value of
Reynolds number, namely Re = 1600. At higher Re a fully turbulent status is characterised by
smaller velocity structures.
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Figure 1: Radial velocity contours with increment ∆ = 0.025: red positive, blue negative in a
cross x− z plane, the green lines represent the inner rotating, the black the stationary cylinder;
a) ri = 0.0025, b)ri = 0.0075, c) r1 = 0.5 and d) ri = 1
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Abstract:
Water utility networks are vital to modern life but face a critical challenge: substantial energy loss,
primarily due to friction in extensive water pipe systems. Approximately 95% of this energy loss arises
from friction [1], contributing to about 10% of global electric energy consumption [2]. Addressing this
issue is pivotal for optimizing energy efficiency and enhancing sustainability in water distribution systems.

Turbulence is the main cause of frictional drag in pipe flows due to intensified momentum transport
from the walls. Reducing or eliminating turbulence can greatly lower drag. Kühnen et al. (2018) [3]
demonstrated that targeted velocity profile distortions can suppress turbulence, reducing friction losses
by up to 90%. Practical methods to achieve this include injecting fluid through an annular gap near the
walls or installing specially designed screens (here referred to as “flow preconditioners”). This research
focuses on the latter approach due to its simplicity in experimental implementation and the successful
proof-of-concept results.

Our experimental investigations leverage Particle Image Velocimetry (PIV) and high-precision pressure
transducers to evaluate the performance of these preconditioners in achieving laminarization of turbulent
flows. Figure 1 presents a schematic representation of the PIV setup alongside the measured mean
streamwise velocity profiles at various sections immediately downstream of the preconditioner. Notably,
these profiles exhibit an M -shaped configuration, which is a hallmark of the laminarization mechanism
under study. This characteristic pattern aligns with observations reported in previous literature [2, 3],
further verifying the underlying phenomena.

To complement the experimental investigations, large-eddy simulations (LES) are utilized to examine
the flow dynamics both in the immediate vicinity of the preconditioner and along the extended length of
the pipe. Conducted at Re = 3800 with a pipe length exceeding l = 105D, the simulations demonstrate
laminarization (see Fig. 2) in both qualitative and quantitative agreement with the experimental re-
sults. These simulations offer valuable insights into the underlying mechanisms of turbulence suppression,
particularly the disruption of turbulence regeneration cycles. Such understanding plays a crucial role in
optimizing the design of preconditioners and assessing their scalability for broader applications.

Furthermore, to extend the applicability of this work and bridge the existing gap in the literature,
this research aims to experimentally assess the effect of roughness by comparing flow behavior in smooth
and rough pipes after preconditioning. The study will evaluate the potential for drag reduction in the
presence of rough walls and explore the influence of wall roughness on preconditioner performance.
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Figure 1: Schematic of the PIV setup along with PIV measurements of the normalized mean
streamwise velocity profile ⟨u⟩/ub at various sections immediately downstream of the

preconditioner, illustrating the M -shaped velocity profile.

Figure 2: Visualization of the instantaneous streamwise velocity, normalized by the bulk
velocity (u/ub) in various sections of the pipe, highlighting the laminarization process resulting

from preconditioning.
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Abstract: 
 
The CICLoPE facility at the University of Bologna in Forli, Italy, is a unique facility providing fully 
developed pipe flow up to Reynolds numbers near Ret of 50,000 with exceptional spatial resolution and 
stable operating conditions as described by Fiorini [1] and Mascotelli [2], and illustrated here in figure 
1. Measurements obtained over the last two years, on the centerline of the pipe in the fully developed 
test section, with pitot probes for streamwise mean velocity (+/- 0.2% accuracy) and hot wires for the 
streamwise normal stress (+/- 5% accuracy) are reported here and compared to other data. 
 
Figure 2 compares the measurements to earlier data from CICLoPE by Fiorini [1] and Mascotelli [2], 
to the superpipe data of McKeon et al. [3], and to the DNS results of Pirozzoli [4]. The large amount of 
data obtained with several pressure transducers and repeated over one year provide a reliable 
correlation of the centerline velocity to equal (1/0.44) Ln(Ret) + 7.9, providing a Kármán coefficient 
for pipe flow of 0.44.  
 
Figures 3 and 4 reveal high Reynolds number trends of the streamwise normal stress to be constant and 
equal to 0.85, the skewness to equal -0.5 and the kurtosis to equal 3.5, all with high degree of certainty.  
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Figure 1: CICLoPE facility 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2: Centerline mean velocity from CICLoPE compared to other data 

Figure 3: Centerline normal stress with comparison    Figure 4: Skewness and kurtosis from CICLoPE 
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Abstract:

The notion of an inertial sublayer in turbulent flows has proven useful relative to both wavenumber and
physical space representations, e.g. [1]. In wall-bounded flows (say, fully-developed channel flow), the
inertial sublayer is manifest in physical space as an interior domain between the wall and centreline. This
domain resides sufficiently far from the wall such that the flow dynamics are dominated by inertia, but
remains well-interior to the centreline such that the direct influences of the overall boundary conditions
are negligible. Under a number of classical wall-flow descriptions the inertial sublayer is co-located with
the position of the logarithmic mean velocity profile, while the inertial sublayer traits just described are
connected to the conditions for the existence of a log profile, e.g. [1]. The mean momentum equation-based
analyses used in this study also directly associate the inertial sublayer with the log layer. An advantage
of this framework, however, is that it provides guidance for estimating the upper and lower bounds of the
inertial sublayer by using the analytical properties associated the existence of a log profile.

Studies seeking to describe wall-flow structure often involve the estimation of properties on the inertial
sublayer. To obtain high fidelity estimates that accurately convey scaling trends toward the asymptotic
state, it is thus advantageous to have precisely defined bounds for the inertial sublayer. Toward this
aim, inertial sublayer inner and outer bounds are developed for the canonical wall-flows. These Reynolds
number dependent bounds are independently founded in the properties of the mean dynamical equation
and thus for any given flow are objectively determinable prior to estimating the statistical quantities
of interest. Enjoying support from both analytical and empirical results, the inner bound is directly
connected to the onset of the domain where the viscous force in the mean dynamical equation loses
leading order [2]. While, in principle, the present theoretical framework provides a specification for
the outer bound, practical issues associated with data uncertainty must also be considered. This is
because the outer bound depends on the Reynolds stress profile curvature, which becomes very small with
increasing distance from the wall. In this regard, figure 1 shows a sequence of inertial sublayer upper
bound estimates with increasing Reynolds number. These estimates reflect a fixed precision in measuring
the profile curvature of the Reynolds stress, 〈uv〉. With increasing Reynolds number, the inner bound
is shown to move to increasing y+, while as depicted in figure 1 the outer bound moves to decreasing
y/δ, where y+ = yuτ/ν and y/δ are the inner and outer normalized wall-distances, respectively. With
the bounds specified, mean profile properties are estimated and assessed on the inertial sublayer using
available direct numerical simulation (DNS) and high-quality physical experiment data over a range of
friction Reynolds numbers, δ+ = δuτ/ν. For example, figure 2 shows estimates from channel flow DNS
for the key parameter in the mean profile similarity solution, φc, plotted as a function of δ+.

The present theory yields a similarity solution in the form of a log-linear mean velocity profile on the
inertial sublayer [3]. As such, the present results are compared with, and discussed relative to, a recent
adaptation of the two-length-scale matched asymptotic approach that also yields a log-linear profile [4].
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Figure 1: Outer layer profiles of the Reynolds shear stress T+ = 〈uv〉+ in turbulent channel flow

for various Reynolds numbers. Vertical lines denote criteria indicating the position where the

ratio of the constant term in the equation for dT+/dy+ is thirty, forty or fifty times greater than

the variable term that accounts for the curvature of the Reynolds stress. Data are from the DNS

of Hoyas and Jimenez (2006), Lee and Moser (2015), Yamamato and Tsuji (2018,2024) and

Hoyas et al. (2022).

Figure 2: Estimates of φc on the inertial sublayer in turbulent channel flow as a function of

δ+. This parameter, which is predicted to attain constancy as δ+ → ∞, becomes apparent when

generating the invariant form of the mean momentum equation that leads to the resulting log-

linear similarity solution for the mean velocity profile.
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Abstract:
We derive and validate scaling laws for arbitrary turbulent one-point velocity moments in wall-bounded
flows. The scaling laws are derived using a symmetry analysis of the underlying set of Navier-Stokes
equations from which the infinite moment hierarchy is derived in [1] and are therefore first principle-
based. They are validated using new DNS data for a channel flow, revealing a hidden Reynolds number
dependency and the fact that scaling is determined by the lowest order moment.
The higher order scaling laws are given for both the wall-near logarithmic as well as the core region of
the channel flow. For one-point velocity moments of higher order, we obtain for the logarithmic region

Un
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+
= C[i]{n}

(
x+2 +A

)ω(n−1)
+B[i]{n} + L[i]{n}x

+
2 , for n ≥ 2, (1)

and for the core region in deficit form
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i

unτ
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)n(σ2−σ1)+2σ1−σ2

, (2)

where the bar denotes ensemble averaging. For the validation in the current work, we focus on the velocity
moments in wall-normal and spanwise direction with i = 2, 3 without any influence of the mean flow, thus
these moments are more sensitive to errors. For a similar validation of the logarithmic law for the averaged
mean velocity, see [2] where the von Kármán constant is obtained to κ = 0.394. The scaling laws (1)
and (2) are validated using new DNS data of a plane turbulent channel flow, with a Reynolds number
of Reτ = 104 using the code LISO with a grid of about 80 billion points. For further details on this
simulation, the reader is referred to [2]. However, for the current comparison, the length of the DNS was
doubled again compared to the aforementioned work. Figures 1 and 2 show excellent agreement comparing
the data with the scaling law (1) for the logarithmic region, where the value ω = 0.1 has been taken from
the U1 moments and is also the perfect fit for the U2 and U3 moments. Consequently, the prediction of
this group parameter being directionally independent meets the data. Considering the core region, the
same holds for the values σ1 = 1.95 and σ2 = 1.94 in (2), which were obtained in [1] for U1 moments and
are also the optimal fit for the U2 and U3 moments as the comparison with the DNS data in Figures 3 and
4 shows. Having validated the scaling laws, we present an approach to the Reynolds-dependency of the
group parameters in the logarithmic region. We show by means of asymptotic methods how viscosity and
thus Reynolds number influences the boundary condition for the scaling laws. This is exemplary shown
in Figures 5 and 6 for the second order moment in streamwise direction. Currently, we are limited to
streamwise velocities because only these data are available over a wide range of Reynolds numbers.
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Figure 1: Comparison between DNS data and
scaling law (1) for velocity moments Un

2 in the
log-region.

Figure 2: Comparison between DNS data and
scaling law (1) for velocity moments Un

3 in the
log-region.

Figure 3: Comparison between DNS data and
scaling law (2) for velocity moments Un

2 in the
core region.

Figure 4: Comparison between DNS data and
scaling law (2) for velocity moments Un

3 in the
core region.

Figure 5: Values for scaling prefactor C[1]{2}

from eq. (1) fitted for Reτ = 180 . . . 9.4 · 104
Figure 6: Values for constant B[1]{2} from eq. (1),
fitted for Reτ = 180 . . . 9.4 · 104
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Abstract: 

An alternative set of scaling properties for wall-bounded flows is presented.  For Reynolds stresses 

(u’2, v’2, u’v’), if we take the gradients then generalizable, self-similar structure emerges, as shown in 

Fig. 1 for channel (CF) and boundary-layer flows over a flat plate (FP).  In Fig. 1, the profiles are “bi-

normalized”, by the peak magnitude of the near-wall maximum and far-field minimum, respectively.  

This gradient scaling can be extended to adverse pressure-gradient flows (Fig. 2) and compressible 

(Fig. 3), with minor modifications.  The physical origins of the self-similarity in the first- or second-

gradient space will be discussed during the presentation, and in the final version of the paper. 

 

For the mean velocity, an inverse operation of taking a running integral (Eq. 1) leads to a near-

universal scaling, for different types of turbulent flows (incompressible, compressible and adverse 

pressure gradient).  An example of this transformation from the mean to the integral velocity profiles is 

shown in Fig. 4, for compressible channel flow.  

  

I(U+) = ∫ 𝑈(𝑦+)𝑑𝑦+  
𝑦+

0
      (1) 

 

The collapse of the integrated velocities near the wall is evidently from the use of inner coordinate (y+), 

which summarizes the effect of viscosity relative to the mean momentum (shear stress).  However, this 

effect persists through the boundary layer, as the additive momentum is also scaled by y+.  As noted 

above, the same property for the integrated mean velocity is found for compressible and adverse 

pressure-gradient flows.  These scaling characteristics have been validated using DNS data by Lee and 

Moser [1], Soria et al. [2], and Gerolymos and Vallet [3].   
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Figure. 1.  The gradient scaling of d<u’2>/dy+ profiles in incompressible channel flows.  The DNS 

data from Lee and Moser [1] for CF are used.  

 
   

Figure 2.  Scaling of the d2< v’2>/dy+2 profiles for the near-wall (left) and outer region (right) for 

adverse pressure-gradient flows.  DNS data from Soria et al.[2]are used. 

 

 

Figure 3. Scaled d2<v”2>/dy+2 structure for the near-wall (left) and far regions (right), in 

compressible channel flows.  The DNS data from Gerolymos and Vallet [3]are used. 

 

 
Figure 4. Mean velocity (left) and integrated U+ (right) profiles for compressible channel flows.  

The DNS data from Gerolymos and Vallet [3]are used in Eq. 1. 
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Abstract:

Relationship between large-scale structures in real space and local-flux vectors in wavenumber space is
investigated in laminar-turbulent transition in wall-less models of wall-bounded turbulent flows. Eliminat-
ing near wall region, Mizuno and Jiménez [1] claim the effect from near wall region to outer layer is mainly
modifying length scales. Waleffe [2] showed the self-sustaining process of streaks may be reproduced by
periodic flow obtained by Galerkin approximation with free-slip boundary conditions. Chantry et al [3]
demonstrated that the model Waleffe flow exhibits its transition belongs to 2+1 directed percolation uni-
versality class. These results suggest that the laminar-turbulent transition in wall-bounded turbulent flow
may be examined under periodic boundary conditions without walls. Recently, we[4],[5] have introduced
local flux vectors of invariants to reveal anisotropic structures of their cascades in wavenumber space.

We have performed numerical simulations of the trigonometric-mode model of a planar shear flow by
employing the poloidal-toroidal plus mean-mode representation as done by Chantry et al [3]. The velocity
is decomposed into a sum of wall-normal (y-direction) mode as u(x, t) =

∑

n
(un(x, z, t)CsSn(ny), vn(x, z, t)

SnCs(ny), wn(x, z, t)CsSn(ny)), where CsSn(2ny) = cos(2nβy), CsSn((2n − 1)y) = sin((2n − 1)βy),
SnCs(2ny) = sin(2nβy), SnCs((2n− 1)y) = cos((2n− 1)βy), and β = π/(2H). The relationship between
the structures of velocity-fluctuation field on streamwise(x)-spanwise(z) plane and the focus wavenumber
of energy cascade on (kx, kz)-plane for each nβy-mode are studied. Figures 1, 3, 5, and 7 provide examples
of instantaneous structures of representative-speed field, Un(x, z, t) =

√

u2
n
+ v2

n
+ w2

n
, in (x, z)-plane for

each nβy-mode with n = 0, 1, 2, and 3 respectively. Figures 2, 4, 6, and 8 respectively show anisotropic
structures observed in the local-flux vectors (LFVs) of averaged energy cascade for corresponding each
nβy-mode. In these right figures, where shown are the low-wavenumber range, we can see that the energy
flows into localized wavenumber region, which is called focus wavenumber here. It is found that for
each nβy-mode the focus wavenumber is consistent with the real space structure of Un as expected. By
changing the Reynolds number, I will report the consistency between focus wavenumbers and real space
strucure for each stage of laminar-turbulent transition. Since CsSn(ny) and SnCs(ny) take large value at
different y-position, I will discuss the energy flux in y-direction by comparing the distribution of energy
for different nβy-modes.
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[1] Mizuno Y. and Jiménez J., (2013), Wall turbulence without walls, J. Fluid Mech., vol. 723, pp.429-455

[2] Waleffe F., (1997), On a self-sustaining process in shear flows, Phys. Fluids, vol. 9, pp. 883-900

[3] Chantry M., Tuckerman L.S. and Barkley D., (2016) Turbulent-laminar patterns in shear flow without
walls, J. Fluid Mech., vol. 791, R8, Id. (2017) Universal continuous transition to turbulence in a
planar shear flow, J. Fluid Mech., vol. 824, R1

[4] Yokoyama N. and Takaoka M., (2021) Energy-flux vectors in anisotropic turbulence: application to
rotating turbulence, J. Fluid Mech., vol. 908, A17

[5] Takaoka M., Yokoyama N. and Sasaki E., (2022) Local-flux vectors of conserved quantities in wave
number space: Anisotropic structures in Charney-Hasegawa-Mima turbulence, Phys. Rev. Fluids, vol.
7, L012601

135



Figure 1: Instantaneous structures of

U0 field for 0βy-mode
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Figure 2: Averaged energy LFV for 0βy-mode in the first

quadrant of (kx, kz). Right: its low-wavenumber range.

Figure 3: Instantaneous structures of

U1 field for 1βy-mode
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Figure 4: Averaged energy LFV 1βy-mode in the first

quadrant of (kx, kz). Right: its low-wavenumber range.

Figure 5: Instantaneous structures of

U2 field for 2βy-mode
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Figure 6: Averaged energy LFV for 2βy-mode in the first

quadrant of (kx, kz). Right: its low-wavenumber range.

Figure 7: Instantaneous structures of

U3 field for 3βy-mode
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Figure 8: Averaged energy LFV for 3βy-mode in the first

quadrant of (kx, kz). Right: its low-wavenumber range.
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Abstract:

Flow between two coaxial, independently rotating cylinders has been utilized as a model to study various
phenomena for several decades. These phenomena include shear flow instabilities, transitions to turbu-
lence, and flow patterns [1]. The so-called Taylor-Couette (TC) flows have a simple geometry defined
by the radius ratio η = r1/r2, where r1 and r2 are the inner and outer cylinder radii, the gap width
d = r2 − r1, and the aspect ratio Γ = L/d, where L is the length of the system. The kinematics of the
system are defined by the rotation ratio µ = ω2/ω1, with ω1 and ω2 being the inner and outer cylinder
rotation velocities respectively, and the shear Reynolds number introduced by Dubrulle et al. [2]:

Res =
2r1r2d

(r1 + r2)ν
|ω2 − ω1| (1)

where ν is the fluid kinematic viscosity.
This experimental study aims to ascertain the existence of turbulent flow boundary layers in a tur-

bulent Taylor-Couette flow within a very wide geometry η = 0.1. In this study, the outer cylinder was
maintained in a static position while the inner cylinder underwent rotation, thereby yielding a rotation
ratio of µ = 0. The flow covers a parameter range of Res from 5 × 103 to 1.5 × 104. The flow in the
planar sheet was scanned at different heights using the High-Speed Particle Image Velocimetry (Hs-PIV)
system. This process resulted in measuring the radial (ur) and azimuthal (uϕ) velocity components at
different heights. The angular momentum flux is determined by the measured velocity components and
is expressed in terms of the quasi-Nusselt number (Nuω). For low Res flows (≤ 7000), a shaft-to-shaft
torque sensor is employed to ascertain the torque applied on the inner cylinder, thereby maintaining a con-
stant rotation speed. This quantity is also utilized to calculate the Nuω. The results show that for a critical
value of shear Reynolds number Res,cr = 2.5× 104 a change in the scaling exponent occurs between the
Nusselt number and the shear Reynold number, where for Res ≥ 2.5× 104, a scaling of Nuω ∼ Re0.76s

is found as shown in figure 1. The transition to this scaling exponent has already been studied for other
TC geometries as an indicator of the transition of the flow boundary layer from the laminar to the tur-
bulent state, or in other words, the transition of the flow from the classical turbulent regime (where the
flow is turbulent in the bulk but laminar in the boundary layer) to the ultimate regime (where both bulk
and boundary layer are turbulent) [3, 4, 5]. A comparative study is conducted to examine the flow in
both regimes. A clear dependence on the flow regime is exhibited in the radial profiles of mean angular
momentum; conversely, the angular velocity profiles demonstrate the same behavior in both regimes. To
further explore this phenomenon, a spectral analysis is performed on the investigated cases. This analysis
aims to examine the variation of the pre-multiplied azimuthal energy co-spectra with respect to different
wave numbers. In the classical regime, the energy manifests two peaks: one for small-scale structures
and another for large-scale structures. As Res approaches Res,cr, the amplitude of the small structures
decreases until they are no longer observable for Res ≥ Res,cr. In the ultimate regime, only the peak
corresponding to large-scale structures is observed.
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PIV Measurments

Direct Torque Measurments

Figure 1: Left: The radial averaged quasi-Nusselt number as a function of shear Reynolds number for
flow with stationary outer cylinder. The blue circles present the values calculated from the measured
velocity field using HS-PIV, while the orange crosses present the values obtained using direct torque
measurements. Right: presents the compensated Nusselt number NuωRe−0.76

s as a function of the shear
Reynolds number. The dash-dot line is used to indicate the valueNuω ∼ Re0.76s .
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Abstract:
The description of turbulent flows can be approached in a number of ways, which can be roughly divided
into two categories. The first category is physics-based and the second category uses stochastic processes
for this purpose. For the latter category, a promising approach to analyse turbulent flows that satisfy the
Markov property is to describe them using the Fokker-Planck equation (FPE) in scale, which is governed
by the first two Kramers-Moyal coefficients (KMCs), the drift D(1) (ur, r) and the diffusion coefficient
D(2) (ur, r). Here, ur describes the velocity increments of the flow on the physical scale r. Thus, the
KMCs contain all necessary information to describe the general multipoint statistics of a turbulent flow
[2]. More specifically, D(1) (ur, r) describes the deterministic part of the system, while D(2) (ur, r) de-
scribes the intrinsic noise amplitude. This stochastic description can also be related to Kolmogorov’s
theory from 1962 (K62) [1].
In [3] it is shown that the KMCs depend on the Reynolds number Re of the flow. Similarly, the KMCs can
be expected to depend on the intermittency coefficient µ of K62 [1]. Recently, a scaling behaviour, which
still holds in the case of non-ideal turbulence, has been found that connects the intermittency coefficient,
which can be taken as a typical stochastic quantity, with the dissipation constant Cε, which is a physical
quantity [4].
Inspired by this work, this contribution analyses the dependency of the KMCs as a function of µ and Cε.
It is shown that the statistical description of turbulent flows using the FPE and KMCs can be connected
to a more physics based description of turbulence using Cε. In figure 1 first results show that the quadratic
contribution d22 to D(2), which is the multiplicative noise contribution that causes intermittency, is de-
pending on Cε, while figure 2 shows the dependency on µ.
For this contribution we plan to analyse more than 300 velocity time series, acquired by 1D-hot-wire
anemometry, are analysed capturing both homogeneous isotropic and non-ideal turbulence. The under-
lying turbulent flows cover planar and axisymmetric turbulent wakes, grid-generated turbulence and an
axisymmetric jet.
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Figure 1: The quadratic contribution d22 to the
second Kramers-Moyal coefficient D(2) versus
the turbulence dissipation constant Cε, shown
for four different datasets.

Figure 2: The quadratic contribution d22 to the
second Kramers-Moyal coefficient D(2) versus
the intermittency coefficient µ, shown for four
different datasets.
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Abstract: 

To model the loads on wind turbines there is a need to describe the incoming turbulent flow. Synthetic 

turbulence models are efficient method to create realistic wind fields, which represent the atmospheric 

turbulence. For the wind energy sector, such models are predefined by the IEC standard [1] for the 

design of wind turbines, namely the Mann model [2, 3] and the Kaimal model [4]. Wind fields from 

such models are created from parameters that describe the statistics of the atmospheric turbulence. 

Values for those parameters are defined by the standard or can be extracted form measured 

data. 

A typical approach in the industrial development of a new wind turbine is to use a synthetic wind field 

from the prescribed models in a Blade Element Momentum (BEM) simulation. As the wind turbines 

continue to improve, this approach reaches its limits i.e., the correlation between the simulated loads 

and the observed loads is different. Research is currently being conducted on both aspects of the 

development strategy. On the one hand, the existing models for generating the wind fields are being 

improved and, on the other, turbines are being analyzed using high-resolution Large Eddy Simulation 

(LES) simulations in order to identify the weaknesses of BEM. 

A new proposal to characterize a flow field is the Center of Wind Pressure (CoWP) introduced by 

Schubert et al. [5]. This property reduces the loading of a wind field slice to a single point at which the 

aggregated thrust force is acting on. In the work of [5] and [6] this characteristic point was used to 

correlate the flow with the loads on a wind turbine by means of BEM simulations. 

BEM models are a low order method, where the flow field is not calculated. This raises the question: 

To what extent is the concept of the Center of Wind Pressure valid in LES and if a load correlation is 

feasible even with a high resolution model. Therefore, a LES with a turbulent inflow and a wind 

turbine modeled with an actuator line is investigated (Figure 1). The behavior of the turbulence in LES 

after the inflow is analyzed with classical methodologies by one and two-point statistics. Additionally 

the Center of Wind Pressure as a new characteristic parameter for the description of the flow is 

analyzed and compared to the other quantities. First results show, that the concept of the Center of 

Wind Pressure could be applied to correlate wind turbine loads in LES (Figure 2). 
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Figure 1: Cutting plane of the LES domain with turbulent inflow and a wind turbine modeled with an 

actuator line 

 

 

 
Figure 2: Time series of the load center and the Center of Wind Pressure of a load center 
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Abstract:
Plane Couette flow is proven to be linearly stable at all Reynolds numbers for temporally evolving modes.
However, oblique structures and turbulence transition are observed in experiments at moderately low
Reynolds numbers. This research aims to close this gap by analyzing the linear stability of spatio-
temporally evolving modes for plane Couette flow.

Squire’s theorem extended:
The Orr-Sommerfeld equation (OSE) governs the wall-normal perturbations in parallel shear flows as[

(−iω + iαU)

(
d2

dy2
− (α2 + β2)

)
− iα

d2U

dy2
− 1

Re

(
d2

dy2
− (α2 + β2)

)2
]
ṽ = 0, (1)

where the normal mode approach v′(t, x, y, z) = ṽ(y)exp[i(αx+βz−ωt)] has been employed with frequency
ω and streamwise and spanwise wave numbers α and β, and where U = U(y) describes the laminar base
flow and Re is the Reynolds number.

The key idea of Squire was that the OSE has a similar structure in 2D and 3D. This allows an
equivalence transformation between 2D and 3D modes. Introducing indices for 2D and 3D quantities and
with the Reynolds number ratio ϕ := Re3D/Re2D, we derive the relationships

Re3D = ϕRe2D, α3D = α2D/ϕ, ω3D = ω2D/ϕ, β = ±
√
1− 1/ϕ2α2D. (2)

When Squire considered temporally evolving modes, ω ∈ C, α, β ∈ R, he observed that this parameter
choice implies ϕ > 1 to keep β real, or reformulated as Squire’s classic finding, Re2D < Re3D.

When extending this to spatio-temporally evolving modes, ω, α, β ∈ C, the equivalence transformation
is identical to (2) but has two branches for β, since complex roots of (2) are now allowed

β =

{
±
√
1− 1/ϕ2(α2D,r + iα2D,i) for ϕ > 1,

±
√
1/ϕ2 − 1(α2D,i − iα2D,r) for ϕ < 1.

(3)

Key results are: (i) critical Reynolds numbers may be smaller in 3D than in 2D (that is for ϕ < 1); (ii)
the complex β gives rise to structures that can grow obliquely to the base flow. With those equivalence
transformations (2, 3), the linear stability problem can be analyzed in 2D and scaled to 3D.

Plane Couette flow modes:
The spatio-temporally evolving modes are investigated for plane Couette flow. To understand the be-
havior of these modes, the time-asymptotic responses to an impulse and to a time-periodic forcing are
analyzed by inverting the temporal and spatial Fourier transformations (i.e. the normal mode approach)
in the complex ω-plane and the complex α-plane. By following the paths of singularities of the system
in the complex plane and manipulating the contours associated with the inverse transformations, the
spatio-temporal growth of modes is characterized [1]. In the last step, the spatio-temporal modes are then
transformed to oblique modes using the extended Squire theorem (3).
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Abstract:
Wind turbines are often arranged in wind farms, and as a result, subsequent machines are often

subjected to free-stream turbulence (FST) inflow conditions generated by the wakes of upstream wind
turbines [1]. As these systems are scaled to meet current and future energy demands, understanding the
impact of FST on the life-span of wind turbine components is crucial. To this end, we have developed an
experimental rig to assess the impact of inflow FST and the operating conditions of a 0.5m radius (R)
wind turbine model on the experienced blade dynamics, shedding light on the fluid-structure interaction
mechanisms underpinning the failure of these components. The turbine rotor was designed with conven-
tional blade element momentum theory, and the spanwise chord length and twist angles were set based
on a design tip speed ratio λr of 3.5. The rotor speed (Ω) is controlled with a perpendicularly mounted
DC electric motor working as a generator, with an inline optical encoder. The tests are conducted in the
large section of the 10x5 wind tunnel at Imperial College London, with a cross section of 5.7× 2.8m2, and
length 18m. The blade structural dynamics are retrieved with Rayleigh backscattering sensors (RBS) [2].
To recover the optical signal from the rotating blades, we use a fibre optic slip ring, located at the root
of the driving shaft (see fig. 1 a)). The wind turbine model is set in the middle of the test section, and
a 6 hot wire rack and traverse system extending for 7m in streamwise extent is set in the turbine’s wake
- see fig. 1 b)-. The hot wires are used to measure the near-wake dynamics along the spanwise direction
from y/R = [1.8,−1.4] (encompassing 15 spanwise measurement locations), and streamwise at locations
x/R = [1.4, 2.4, 3.4, 4.4, 5.4] at hub height. The 6 hot wires are sampled concurrently with the RBS using
a Dantec Streamline Pro, at an acquisition frequency of 10, 000 Hz. Cross-correlations with the RBS data
are performed by downsampling in post processing the hot-wire data to the RBS acquisition frequency.
The averaged incoming free-stream wind speed was set to U∞ = 3.5 m/s for all the tested cases, setting
the Reynolds number based on the turbine’s diameter to ≈ 240, 000. Preliminary experiments at 3 low tip
speed ratios have been conducted (λ = [0.4, 0.8, 1.2]), for 3 different FST “flavours” detailed in fig. 1 c).
These were generated by manipulating the distance between an upstream regular turbulence generating
grid and the wind turbine, generating inflows characterised by turbulence intensity (TI), and inflow inte-
gral length scale (L11/R), defined as in [2]. Case 1a represents the scenario in which no grid was placed
upstream of the turbine. Fig. 1 d) presents the spanwise evolution of the TI acquired by the hot wire
rack for the different λ and FST conditions tested, at x/R = 2.4. As expected, the profiles of TI broaden
with the increase of λ and respective decreased porosity of the turbine. Fig. 1 e) presents the cross-power
spectral density (CPSD) between the fluctuating strain and the fluctuating velocity field at the blade’s
tip passing region (y/R = 1) and x/R = 1.4 for the three preliminary tested tip speed ratios, and FST
conditions 1a. The multi-scale character of the turbine’s wake is imprinted into the blades represented
by the multiple peaks at the harmonics of the rotor frequency for the different tested λ. The correlation
between the fluctuating velocity field at this particular spanwise location and the strain fluctuations at
the tip region of the blade exhibits the largest energy at the tip vortices characteristic frequency (St = 3,
Strouhal number defined as St = f/Ω), detailing the interaction between the formation of these flow
structures and their impact on the blade. To assess the impact of the generated FST inflows and λ on the
tip vortices contribution to the blade dynamics, the CPSDs are integrated for each case over a window of
frequencies centred on St = 3, averaged within the spanwise region where these flow structures develop
(±y/R = [0.8, 1.2]) for each streamwise station, defined by Φ in fig. 1 f ). As x/R increases, Φ decreases in
line with the respective flow structure’s spatial decay. As λ and TI increase, so does Φ, except for λ = 0.4
suggesting that at sub-optimal operating conditions, increased TI helps to break down the contribution
of tip-vortices to the blade dynamics while at closer to optimal conditions, enhanced TI yields a stronger
correlation between the coherent motions shed into the wake and the mechanical response of the blades.
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Figure 1: a): Detailed view of the wind turbine model nacelle layout. An in-line optical slip
ring is set at the base of the shaft allowing the optical signal used to instrument the blades to
pass through the rotating device. b): Wind tunnel installation and instrumentation set-up. c):
Generated FST conditions and respective nomenclature. d): Turbulence intensity profiles along
the spanwise extent of the wind turbine at x/R = 2.4, for each λ and FST case. e): averaged
cross-power spectral density (CPSD) between the fluctuating velocity field acquired at y/R = 1,
and fluctuating strain acquired at the tip region of the blade, under different operating λ. In the
final manuscript, we will explore how the different coexisting flow dynamics in the wake of the
wind turbine imprint themselves on the mechanical response of different sections of the blade.
f ): streamwise evolution of the contribution of the tip vortices (St = 3) to the CPSD averaged
over the developing wake shear-layers.
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Abstract:

Turbulent boundary layers (TBLs) under spatially varying pressure gradients deviate from
canonical zero pressure gradient cases, exhibiting flow history effects [1]. In our experiments,
we investigate six sequential favorable and adverse pressure gradients (FAPG) over a flat plate,
measuring wall shear stress at Reτ = 1500. A false ceiling (figure 1) induces steady but spatially
varying pressure gradients, with local strength quantified by the pressure coefficient and accel-
eration parameter [3], ranging from 0 to −0.86 and 0 to 5.97 × 10−6, respectively. Three flush-
mounted capacitive shear sensors (DirectShearTM CS-0210) capture time-resolved streamwise
data in the APG region at x′/L = (0.61, 0.66, 0.72), spanning 1.04 boundary layer thicknesses
with a sampling window of at least 15,000 turnover times [2].

Figures 2 and 3 show the Cf and normalized fluctuations of wall shear stress (τ ′+w = τ ′w,rms/τw)
as functions of the strength of the FAPG. For the ZPG case (PG1) at Reτ = 1500, the measured
Cf is within 2% of the value reported in [4] and the expected τ ′+w value is 0.44 [5]. It is known that
an FPG suppresses turbulent fluctuations. The trends of Cf and τ ′+w suggest that flow history
effects from the earlier FPG persist and propagate into the downstream APG. We observe that
these effects vary in space and that an increase in Cf due to the strengthening of the FAPG
sequence correlates with a decrease in τ ′+w at the furthest upstream and downstream sensors,
while minimal variations occur at x′/L = 0.66. Additionally, a non-monotonic trend is observed
from PG1 to PG3, while for stronger FAPG conditions, Cf increases linearly and τ+w decreases
linearly at x′/L = 0.61 and x′/L = 0.72, with the latter experiencing the highest Cf and lowest
τ ′+w compared to upstream locations at the same FAPG conditions. In the final paper, we will
thoroughly investigate the effects of spatially varying pressure gradient sequences on wall shear
stress in the APG region, focusing on mean skin friction, normalized fluctuations of wall shear
stress, the coherence spectrum, and longitudinal cross-correlation.
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Figure 1: Schematic of the test region featuring a deflected ceiling (not to scale). (x’, y’) is
centered at the beginning of the ceiling. Dashed boxes indicate the favorable (FPG) and adverse
(APG) pressure gradient regions. L is the ceiling length. ∆xs is the streamwise probe spacing.
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Abstract: 
Relationships between fluctuating pressure and coherent structures are investigated within a spatially-
developed turbulent boundary layer along a slender cylinder with curvature parameter 𝛿𝛿/𝑎𝑎 = 7~13 and 
𝑎𝑎𝑢𝑢𝜏𝜏/𝑣𝑣 = 40~42, where 𝛿𝛿 is the boundary layer thickness, 𝑎𝑎 is the cylinder radius, 𝑢𝑢𝜏𝜏 is the friction velocity and 
𝑣𝑣 is the kinematic viscosity. We divide the vortical structures within the boundary layer into two sections 
according to the transitional and turbulent part of boundary layer shown in Figure 1. Within the transition section, 
the vortex structures consist of many clusters within which a profusion of arc-shaped small-scale structures are 
attached to the primary backbone structures. In the turbulent section, different types of vortex structures spread 
over different radial regions. According to the Poisson equation of pressure fluctuations[2][3] and the distribution 
of vortex structures (identified by 𝑄𝑄-criterion[1]) shown in equation (1), we extract several individual structures in 
transition section and show their net contributions to pressure fluctuations in the flow field. Similarly, we divide 
flow domain in turbulent section along the radial direction into several subparts, each comprising different kinds 
of structures acting as sources and calculate the pressure fluctuations separately with each source term.  
                                                            ∇2𝑝𝑝 = −∇ ∙ (𝑢𝑢�⃗ ∙ ∇𝑢𝑢�⃗ )                                                                    (1)  
It turns out that the contributions of vortex structures to pressure fluctuations are getting weaker and the induced 
pressure fluctuating scales are getting larger as the distance from the wall increases in turbulent sections. 
Furthermore, the extracted individual structures within the transition section and their impacts on pressure 
fluctuations are also assessed (shown in Figure 2). The vortex structures tend to induce low-pressure fluctuations 
around themselves and high-pressure fluctuations in the interstices, while the shear structures behave inversely. 
The superimposition of their effects culminates in the distributions of pressure fluctuations within the turbulent 
boundary layer (shown in Figure 3). With the analysis, we could obtain the net contributions from certain 
structures to the pressure fluctuations in the whole field clearly and immediately, which are of great importance 
in the flow-control and sound-related applications in future work. 
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(a)      (b)  
Figure 1: Vortex structures in (a) transition sections and (b) turbulent sections identified by  𝑄𝑄�=1.5. 

(a)                             (b)  
                                                                                                                                  

Figure 2: Distributions of pressure fluctuations (blue and yellow iso-surfaces) caused by (a)shear and 
(b)vortical structures. Green: shear structures indentified by 𝑄𝑄�=−1.5; Red: vortical structures 
identified by  𝑄𝑄�=1.5.      

 
 

Figure 3: Distributions of pressure fluctuations (blue and red iso-surfaces) caused by the 
superimposing effects of vortical and shear structures. Red solid parts: vortical structures identified by  

𝑄𝑄�=1.5. 
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Abstract: 

Turbulent transport and mixing of particles in fluid flows play a fundamental role in 

atmospheric sciences, industrial processes, and astrophysical applications. One such transport 

mechanism is turbulent thermal diffusion, which leads to the accumulation of particles in 

regions of minimum mean temperature. In this study, we present results of an experimental 

study of turbulent thermal diffusion of small particles in inhomogeneous and anisotropic 

turbulence produced by a single oscillating grid. The experiments were conducted under both 

stably stratified and forced convective turbulence conditions. Particle Image Velocimetry 

(PIV) was used to measure velocity fields and determine turbulence characteristics, including 

mean and turbulent velocities (see Fig. 1 and 2), two-point correlation functions, and integral 

turbulence scales. Temperature distributions were measured using an array of 12 E type 

thermocouple probes, and particle distributions were analyzed using PIV and the effect of Mie 

light scattering by the particles (see Fig. 3 and 4). Our results demonstrate that particles 

accumulate in the vicinity of the temperature minimum due to turbulent thermal diffusion, 

with the particle number density being correlated to turbulence intensity and the temperature 

field. A key finding of our study is the quantification of the effective turbulent thermal 

diffusion coefficient, which was determined from measured normalized mean number density 

of particles and temperature distributions. We observe that turbulence intensity decreases in 

stably stratified turbulence, leading to a reduction in the effective turbulent thermal diffusion 

coefficient, whereas in forced convective turbulence, the increase in turbulence intensity 

enhances the effective turbulent thermal diffusion coefficient. These results are in agreement 

with theoretical predictions. 
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FIG. 1. Mean velocity field �̅� in the core flow for (a) isothermal turbulence; (c) stably stratified turbulence; (b) convective 
turbulence. The velocity is measured in m/s. 

 

FIG. 2. Distributions of the turbulent velocity 𝑢𝑡𝑜𝑡
(𝑟𝑚𝑠)

 for (a) isothermal turbulence; (b) stably stratified turbulence and 

(c) convective turbulence. The velocity is measured in cm/s. 

 

 
FIG. 3. Distributions of the mean temperature �̅� (left panel) and normalized mean particle number density  �̅�/𝑛0 (right panel) for 

forced convective turbulence. Temperature is measured in K and coordinates are normalized by 𝐿𝑧 = 26 𝑐𝑚. 

 

 
FIG. 4. Distributions of the mean temperature �̅� (left panel) and normalized mean particle number density �̅�/𝑛0 (right panel) for 
temperature stably-stratified turbulence.  
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Abstract:
The turbulent round jet is one of the prime examples of self-similarity in turbulence. While
there are many approaches to understand the scaling of velocity moments with the downstream
distance z, there has been considerably less research to determine how the self-similar profiles of
the moments depend on the similarity invariant

η =
r

z − z0
. (1)

We extend the work of [1], who used the invariant function method from Lie-symmetry theory
[2] to derive the profiles

Ũn
z (η) = e−γnη2 (2)

and ˜
UrU

n−1
z (η) =

(
η − (n− 2)

2γnη

)
e−γnη2 +

(n− 2)

2γnη
, (3)

which provide an excellent fit to the data [1], as shown in Figures 1 and 2. The family of
functions (2) especially contains the Gaussian radial profile for the mean velocity for n = 1,
which has already been observed empirically [3]. We show that these profiles are based on a
new type of scaling symmetry of the multipoint moment equations (MPME) that is linked to
intermittency [4] and another new translation symmetry. The empirical fit for the exponent of
the Gaussian profiles results to be non-linear in n, which deviates from the perfectly dimensional
linear scaling in n. This effect causes the Gaussian profiles to be wider than expected and can
also be understood as a consequence of intermittency along the edge of the jet.
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Figure 1: The normalized radial profiles of the nth axial moment at different distances from
the orifice: z/D = 25, 35, 45, 55, 65 (blue lines). The black solid lines indicate the Gaussian
behavior from equation (2) using the fitted exponent γn. Figure taken from [1].
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Abstract:

Predicting the evolution of wind turbine wakes exposed to freestream turbulence (FST) is es-
sential for designing efficient wind farm layouts, where most turbines operate within the wake of
upstream units. Wind turbine wakes grow by mixing with a very complex ambient flow, charac-
terised by a wide range of FST intensity, TI∞, and integral length scale, Lx. Typically, standard
wind turbine wake models assume that wakes are wider and grow faster with increasing TI∞,
often omitting the influence of Lx and CT . However, recent experiments with bluff bodies [1] and
porous discs [2]—commonly used as wind turbine surrogates in wind tunnel experiments—have
shown that CT , TI∞, and Lx each play distinct and significant roles in wake evolution, with spa-
tially evolving contributions. Specifically, in the “far wake” of bluff and porous bodies (below a
given porosity threshold), increasing TI∞ has been shown to reduce the entrainment rate of mass
into the wake, a result that contrasts with the current state of the art on wind turbine wakes.
Hence, to bridge this knowledge gap, we conducted an extensive experimental study in a large
wind tunnel (3 m × 3 m × 30 m), systematically measuring the wake of a wind turbine exposed
to various turbulent inflows, and operating at different thrust coefficients: CT ≈ 0.5, CT ≈ 0.7
and CT ≈ 0.9. Eight turbulent inflows, with varying TI∞ and Lx, were generated using an active
turbulence-generating grid. The incoming wind speed was set at U∞ = 6.5 m.s−1, resulting in
a diameter-based Reynolds number of Re ≈ 3× 105 (D = 0.58 m). The 24 wakes were scanned
horizontally from 1D to 20D downstream using 21 single hot-wire probes. A schematic of the
experimental setup and the envelopes {TI∞,Lx} of the 8 FST “flavours” are shown in Figure 1.

Global integral mass-fluxes were calculated according to ṁ = 2πρ
∫ δ(x)
0 U(x, r)rdr, where

δ(x) is the radial location r at which the time-averaged velocity deficit (U −U∞) is 10% that of
the maximum (Figure 2). Mass entrainment rates were then determined as E = dṁ/dx [2], for
two streamwise intervals: one in the “near wake” for x/D ∈ [2, 7], and one in the “far wake” for
x/D ∈ [15, 20] (Figure 3). A significant observation in Figure 2 is the sharp change in the slope
of ṁ occurring after several diameters, particularly for highly turbulent cases (L7, L8). For all
{CT ,FST} combinations, the mass-flux initially increases quasi-linearly, with higher TI∞ and
CT resulting in both increased mass-fluxes and entrainment rates E[2D−7D] (Figure 3a). However,
further downstream, an opposite trend is observed, namely a reduction in the entrainment rate,
E[15D−20D], as TI∞ increases (Figure 3a). In the “near wake”, increasing Lx, although having
a secondary effect, seems to reduce both ṁ and E[2D−7D], thereby delaying the onset of wake
recovery (e.g., comparing Group 2 cases, ṁM5,S4 ≥ ṁL3,L6 and E[2D−7D],M5,S4 ≥ E[2D−7D],L3,L6).
These results raise important questions about the validity of current wind turbine wake models,
while bridging the gap between entrainment behaviours observed in wind turbine and bluff body
wakes. The underlying physics will be explored in greater detail in the final presentation through
a more in-depth analysis of turbulence statistics and dynamics across the different wakes.
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Figure 1: (a) Schematic of the experimental setup. (b) Envelopes of the FST “flavours”. FST
cases are classified by a letter indicating the levels of Lx (Small, Medium, and Large) and
numbered hierarchically by increasing TI∞ from #1 to #8.
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Figure 3: Entrainment rates of mass, E = dṁ/dx, computed for (a) x/D ∈ [2, 7], and (b)
x/D ∈ [15, 20].
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Abstract:
Determining a characteristic outer length scale for a turbulent flow is critical for characterising
its state and describing its development. Here, we focus on the turbulent boundary layer (TBL)
where the outer length scale is referred to as the TBL thickness, δ. Rigorously quantifying
the TBL thickness has remained persistently difficult due to the complex stochastic interface
bounding the TBL. This has led to the use of various statistical approaches for estimating the
TBL thickness [1], such as δ99. However, many approaches commonly used in the literature have
ambiguities relating to the use of thresholds, and shortcomings related to applicability (especially
for non-canonical TBLs) [2]. To overcome these limitations, we propose the following definition:

u3(z = δS) = 0, where the local mean TBL thickness is defined as the wall-normal location where
the skewness of streamwise velocity fluctuations changes sign from negative to positive, in the
outer region of the TBL [2].

A representative skewness profile for a canonical TBL, demonstrating this sign-change, is
shown in figure 1(a). Green symbols (and dotted lines) indicate wall-normal locations where
the skewness is equal to zero, while red and blue symbols indicate locally positive and negative
skewness, respectively. In figure 1(b), a population of 2000 local kinetic energy (LKE) interfaces
are shown alongside a contour of zero-skewness. While the interface occasionally exceeds this
zero-skewness contour, it acts as a nominal indicator of the uppermost extent of the interface, on
average. In figure 1(c), the background colour represents the instantaneous streamwise velocity,
while arrows represent vectors of instantaneous streamwise/wall-normal velocity fluctuations,
and the solid black line represents a single LKE interface. Fluctuations above the interface are
weak, but the instantaneous velocity is typically equal to, or slightly greater than the freestream
velocity, owing to local flow acceleration above the interface. Below the interface, there are strong
turbulent fluctuations, and the instantaneous velocity is typically lower than the freestream
velocity. Figure 1(d) schematically relates this wall-normal variation in flow features with the
characteristic wall-normal profile of skewness. Wall-normal profiles of skewness from several
canonical datasets are compiled in figure 2 to demonstrate similarity in the outer skewness
profile over a wide range of flow/measurement parameters. The TBL thickness, δS , estimated
using the above definition is used to normalise the wall-normal distance, z. A compilation of
datasets will be used to critically assess the applicability of this new definition, and compare it
directly with previously proposed definitions in the literature.
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Figure 1: Representative (a) profile of streamwise velocity skewness and (b) TNTI population
for a ZPG TBL. (c) Instantaneous TNTI (black line) imposed on instantaneous fields of stream-
wise velocity (colours) and velocity fluctuations (arrows). (d) Schematic of instantaneous flow
phenomenology characteristic of (a,b,c).

Figure 2: Compilation of various experimental and numerical ZPG TBL skewness profiles de-
scribed in [2], normalised by δS with (a) logarithmic scaling and (b)linear scaling.
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Abstract:

Wall-bounded turbulent flows are common in a wide range of engineering applications, such as flows

over ships and submarines, and in pipes. In such cases, the bounding walls generally have a ‘rough’

surface topography, which adds a drag penalty in the form of pressure drag [1]. This drag is generated

from the local flow separation and subsequent wake formation behind the protruding roughness elements,

similar to that noted for bluff bodies. An increase in the size of surface roughness increases the relative

contributions of the pressure drag to the total drag, but reduces the relative viscous drag contributions
[1]. The latter is associated with obliteration of the drag-producing near-wall cycle, by roughness,
thereby making pressure drag the dominant contributor to the total drag in the ‘fully-rough’
regime. These fundamental differences in smooth and rough wall drag-generating mechanisms
pose a significant challenge for shipping as well as piping industries, wherein the exposed surfaces
degrade from a hydraulically smooth to fully-rough regime in their operation cycle. In such cases,
a drag reduction strategy that can attenuate both smooth and fully-rough wall drag-generating
mechanisms is required, and this forms the focus of the present study. Here, we will refer to a
fully-rough scenario as when the total drag almost entirely comes from the pressure drag.

The present study tests the efficacy of the well-known viscous drag reduction strategy of
imposing spanwise wall oscillations [2] to reduce pressure drag contributions in a transitional-
and fully-rough turbulent wall flow. This is achieved by conducting a series of direct numerical
simulations of a turbulent flow over two-dimensional (spanwise aligned) semi-cylindrical rods,
placed periodically along the streamwise direction with varying streamwise spacing (figure 1a;
setup inspired from [3]). Surface oscillations, imposed at fixed viscous-scaled time periods op-
timum for smooth wall drag reduction, are found to yield substantial drag reduction (≳25%)
for all the rough wall cases (figure 1b), maintained at matched roughness Reynolds numbers.
While the total drag reduction is due to a drop in both viscous and pressure drag in the case of
transitionally-rough flow (i.e. with large inter-rod spacing), it is solely associated with pressure
drag reduction for the fully-rough cases (relatively small inter-rod spacing; figure 2), with the
latter being reported for the first time. The study finds that pressure drag reduction in all cases
is caused by the attenuation of the vortex shedding activity in the roughness wake, in response
to wall-oscillation frequencies that are of the same order as the vortex shedding frequencies.
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Figure 1: (a) Schematics of an open-channel flow (height H) of an incompressible fluid over a
rough wall, made up of spanwise-aligned semi-cylindrical rough elements. The shaded light blue
region shows the extent of the domain over what is referred to as the streamwise periodic unit
(0 ≤ x/Λ ≤ 1). (b) Total percentage drag reduction (CD; in diamonds), percent drag reduction
due to decrease in pressure drag (Cp; in squares), and due to decrease in viscous drag (Cv; in
circles), on imposition of wall oscillations at a fixed viscous-scaled time period 100. In (a,b), fully
and partially filled symbols correspond to simulations with k = 0.1H and 0.2H respectively.
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Figure 2: (a) Instantaneous surface pressure (P̃s) and streamwise velocity (Ũ) plotted in an open
channel flow with semi-circular rods (radius k) positioned on the wall at various streamwise
offsets, Λ. Flow in (a) corresponds to a non-actuated wall while that in (b) is after imposition
of time-periodic spanwise oscillations1 on the wall. U∞ and ρ are bulk velocity and density.
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Abstract:

Adverse pressure gradient (APG) turbulent boundary layers (TBLs) play a crucial role in various en-
gineering applications, including aircraft aerodynamics, ship hydrodynamics, and turbomachinery. How-
ever, their behavior at high Reynolds numbers remains inadequately understood. This study presents
new experimental results on a high-friction Reynolds number (Reτ ) canonical inflow APG TBL, wherein
history effects are minimized, thereby addressing a key limitation of previous studies.

The experimental setup, implemented in a large-scale wind tunnel at the University of Melbourne
(Figure 2(a)), and described in Deshpande et al. [2], ensures well-controlled APG inflow conditions,
mitigating history effects and enabling high Reynolds number investigations. High-fidelity particle image
velocimetry (PIV) measurements (see Figure 1) extend recent studies, offering insights into the evolution
of velocity profiles, turbulent entrainment, and vorticity.

A primary focus of this study is the evolution of mean velocity and turbulence characteristics, with
particular emphasis on the outer flow region and the turbulent/non-turbulent interface (TNTI) (Figure
2(b)). Recent studies have revealed interesting flow physics when comparing the outer regions of ZPG
and APG TBLs [3]. Additionally, the increasing height of wind turbines, both as standalone structures
and as components of tall buildings, has heightened the likelihood of encountering TNTI-like behavior in
atmospheric turbulent boundary layers. Accurately characterizing and predicting interface heights may
aid in designing wind turbines that operate within the atmospheric surface layer/boundary layer interface,
thereby optimizing performance and resilience under varying flow conditions [5].

Here, TNTI is analyzed using the modified local kinetic energy (LKE) and vorticity-based methods,
leveraging PIV datasets as outlined in Lindić et al. [4] for zero-pressure gradient (ZPG) and mild APG
flows. The findings contribute to a more comprehensive understanding of APG flows, particularly with
respect to interface height variations. The TNTI exhibits fractal-like behavior at high Reτ under both
ZPG and APG conditions, while the introduction of a mild APG leads to a reduction in the normalised
TNTI height relative to the boundary layer thickness.
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[5] Neuhaus, L., Wächter, M., & Peinke, J. (2023). The fractal turbulent/non-turbulent interface in the
atmosphere. Wind Energy Science Discussions, 2023, 1–19.

160



Figure 1: (a) Experimental setup with tower planar PIV cameras arranged in the HRNBLWT.
The four black high-resolution cameras at the back of the tunnel create a large FOV, which covers
the entire turbulent boundary layer with high and consistent resolution. (b-c) The plots of the
FOV show instantaneous flow for ZPG (b) and APG (c) cases.

Figure 2: (a) Schematic of the test section for the APG case, showing three meshes located at
the outlet of the test section. A canonical ZPG inflow is maintained until x ≈ 8 m, followed by
the APG section for x > 8 m. The green sheet and dashed line indicate the PIV measurement
location at x ≈ 17.5 m. (b) Schematic of the boundary layer thickness along the test section.
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Matthias Wächter, Lars Neuhaus, Michael Hölling, Kerstin Avila, and Joachim Peinke

Carl von Ossietzky Universität Oldenburg, School of Mathematics and Science, Institute of Physics
ForWind – Center for Wind Energy Research, Küpkersweg 70, 26129 Oldenburg, Germany
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Abstract:

Wind turbines are constantly increasing in size, with their upper blade tips reaching currently up
to about 300m, and are expected to grow even further. In these heights, they are influenced by wind
conditions that have not yet been studied in detail. With increasing height, a transition from turbulent to
quasi-laminar conditions becomes more and more likely. In this contribution we report results about the
presence of a turbulent–non-turbulent interface (TNTI) in the atmosphere and the reproduction of its key
features in a wind tunnel using an active grid.

For the first aim, three different on- and offshore measurement sites are investigated. Our fractal scaling
analysis leads to typical values of the fractal dimension Df known from ideal laboratory and numerical
studies [1, 2], namely Df ≈ 0.36 for a 1D time series. The height distribution of the probability of the
TNTI is determined and shows a frequent occurrence in the height range of the rotor of multi-megawatt
turbines, cf. Fig. 1. The indicated universality of the fractal TNTI allows the use of simplified models in
laboratory and numerical investigations.

For the second aim, an active grid was designed and realized which covers only the lower part of
our 3×3m wind tunnel cross section, see Fig. 2. In Fig. 3 the separation of the flow within the TNTI
into laminar (white) and turbulent (black) flow phases is shown based on PIV measurements. For the
separation a threshold is applied to the normalized TKE over the pseudo distance x ∝ −t · ⟨u⟩, using
Taylor’s hypothesis of frozen turbulence. Laminar patches in the turbulent phase can be recognized. For
the two different cases shown (based on different active grid motion protocols and resulting TI at lower
part, 3% for (a) and 4% for (b)), a different behavior can be recognized. For the high TI case (Fig. 3 (b)),
the interface is found on a larger height range. Consequently, also the structures recognized are larger
compared to the low TI case (Fig. 3 (a)). First analyses show the similarity between lab and field TNTI
with respect to their fractal dimensions.

Future research includes, from the application side, investigation of the possible impact of such TNTI
inflow on loads and power output of wind turbines. A more fundamental question is the dynamic evolution
of such atmospheric TNTI flow, namely, how turbulent and laminar flow regions interact. The newly
developed wind tunnel setup provides a basis for investigating these questions.
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Figure 1: Percentage of data exhibiting a typical
TNTI fractal dimension for different measure-
ment sites (cf. [1] for a complete description).

Figure 2: Half active grid, with an active grid
part in the bottom to produce turbulent flows,
and fine metal mesh in the upper part to generate
quasi-laminar flows.

Figure 3: Turbulent structures (black) recorded by PIV for two different flow cases over height
and for pseudo downstream distance x, estimated by the mean wind speed ⟨u⟩ and shifted negative
time, using Taylor’s hypothesis of frozen turbulence. White color corresponds to quasi-laminar
flow. The TI in the lower part of the wind tunnel is 3% for (a) and 4% for (b).
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Abstract:
We experimentally investigate the drag reduction (DR) of a turbulent boundary layer (TBL) by a spatially
imposed spanwise wall-forcing, which is a well-established method to achieve DR [1]. Our particular
interest in the spatial type forcing is motivated by it (i) having received only sparse attention in the
literature so far (especially experimentally) [1], and (ii) being the closest equivalent to a potential passive
counterpart. We investigate a square-wave (SqW) type discretization of the traditionally studied (steady)
spanwise wall velocity: Ww(x) = A sin(2πx/λx)[2], where A and λx represent forcing amplitude and
wavelength, respectively. The square-waveform is realized by an experimental setup, which comprises an
array of 48 streamwise-spaced belts (fig. 1 a,b), following the methodology of Knoop et al. [3]. Unique
to this setup, the forcing amplitude A (i.e. belt speed) can be varied independently from the wavelength
λx by the number of belts comprising one waveform, which is otherwise challenging to achieve in the
case of time-oscillating forcing setups, where these parameters are commonly coupled. We investigate the
influence of wavelength on DR, at λ+

x = 471 (sub-optimal), 942 (near-optimal), and 1884 (post-optimal
conditions), with a fixed forcing amplitude, A+ = 12, at friction Reynolds number, Reτ = 960 (based on
the inflow TBL thickness δ0 = 70 mm), by utilizing particle image velocimetry (PIV; fig. 1 c).

Fig. 2 highlights the phase-wise evolution of the skin-friction coefficient (Cf ; the method is detailed
below) in FOV2 where the forcing effect is fully established. The FOV captures, respectively, 4, 2, and 1
complete (physical) waveforms for the three increasing λ+

x . The (sub-)optimal cases (green, blue), reveal
a streamwise homogeneous response, with a significant reduction of Cf with respect to the non-actuated
baseline (black). Interestingly, the post-optimal case (red) is characterized by a continual decline of Cf

over the half-phase, followed by a significant increase when the direction of spanwise forcing reverses
(x/δ0 ∼ 10.75). In addition to this workshop, we aim to elucidate these underlying flow mechanics in
our conference contribution. We obtain streamwise velocity profiles,

〈
U
〉
x
, by streamwise averaging over

λx. For our DR estimate, we rely on indirectly determining the skin-friction velocity Uτ (similarly as for
Cf in fig. 2), by fitting

〈
U
〉
x
to a composite profile [4], which was modified to allow for a log-layer offset

∆B while retaining κ = 0.384. Using this description, we found that the transition between the viscous
sublayer and logarithmic region held valuable information, allowing us to determine Uτ with reasonable
accuracy. To give the reader an idea of the accuracy of the method, fig. 3(a,b) compares the streamwise
velocity profiles scaling with the non-actuated Uτ0 and the ‘drag-reduced’ actual Uτ , respectively, signfied
by the inner-layer similarity in fig. 3(b). The variation of DR with λ+

x in fig. 3(c), is qualitatively in line
with the observed ∆B shift, and is consistent with the literature, reflecting an optimum of DR ≈ 38%.

References

[1] P. Ricco, M. Skote, and M. A. Leschziner, “A review of turbulent skin-friction drag reduction by
near-wall transverse forcing,” Prog. Aerosp. Sci., vol. 123, p. 100713, 2021.

[2] C. Viotti, M. Quadrio, and P. Luchini, “Streamwise oscillation of spanwise velocity at the wall of a
channel for turbulent drag reduction,” Phys. Fluids, vol. 21, 2009.

[3] M. W. Knoop, F. H. Hartog, F. F. J. Schrijer, O. W. G. van Campenhout, M. van Nesselrooij,
and B. W. van Oudheusden, “Experimental assessment of square-wave spatial spanwise forcing of a
turbulent boundary layer,” Exp. Fluids, vol. 65, no. 5, p. 65, 2024.

[4] K. A. Chauhan, P. A. Monkewitz, and H. M. Nagib, “Criteria for assessing experiments in zero pressure
gradient boundary layers,” Fluid Dyn. Res., vol. 41, no. 2, p. 021404, 2009.

164



(a)

C1
FOV 1

C3C2 C1 C2
FOV 2

x

y

(c)

(b)

x

z

Flow

Figure 1: (a) Schematics of the experimental apparatus, of which (b) shows a photograph. (c)
Arrangement of the multi-camera PIV (2D-2C) experiment, conducted at the initiation of forcing
(FOV1) and in the fully-established forcing region (FOV2). Coloured arrows in (a) and belts in
(c) indicate respective positive (red) and negative (blue) Ww for the case λ+

x = 942.

Figure 2: Streamwise evolution of Cf in FOV2 at A+ = 12, for respectively, λ+
x = 471 (green;

sub-optimum), λ+
x = 942 (blue; near-optimum), λ+

x = 1884 (red; post-optimum), as well as the
non-actuated reference (black).

Figure 3: (a,b) Mean streamwise velocity profiles averaged over λx in FOV2, normalized by (a)
non-actuated (Uτ0) and (b) actual (Uτ ) flow conditions. (c) Drag reduction as a function of
λ+
x for the SqW forcing scenarios investigated experimentally (in colored symbols), at A+ = 12.

Also considered for comparison are DR% estimates from channel DNS considering SinW forcing:
Viotti et al. (Phys. Fluids, 2009) at Reτ = 200 (solid) and Gatti and Quadrio (J. Fluid Mech.,
2016) at Reτ = 906 (dashed).
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Abstract:
Liquid metals are a promising working fluid for concentrated solar power plants (CSPs) due to their
high thermal diffusivity and melting point, allowing for elevated process temperatures and thus higher
efficiency. The design of such plants require accurate modeling of the heat transfer and distribution of
thermal loads, but established correlations for heat transfer in turbulent flows are not well-suited for
low-Pr fluids such as liquid metals. Azimuthally non-uniform heat flux, as usually encountered in CSPs,
adds further complexity as models are not calibrated for this case.

So far, numerical studies assessed the influence of thermal boundary conditions on the fluid domain
[1]. These boundary conditions cannot capture the effect of the heat exchange between the flow and
the surrounding solid. Hence, we present data on conjugate heat transfer (CHT) in turbulent pipe flow,
including azimuthally inhomogeneous heating over a range of Re numbers, a setup for which recent
experimental work is available [2]. The thermal development region is also considered in the dataset (for
lower Reynolds numbers), see also Figure 1 for an overview of the configuration. The data has been
acquired and cross-validated using two separate numerical codes. The presented results are obtained from
a second-order finite differences code based on [3], while the spectral element code NekRS was used for
cross-validation.

Our database shows that the mean heat transfer for given Pr and Re number depends mainly on
the ratio of thermal conductivities G2 = λs/λf (see Figure 2). Furthermore, we show that the mean
heat transfer (Nusselt number) only depends on the mean heat flux, but not its distribution around the
circumference. This result is exactly true for laminar flow, but also holds well for turbulent flow, conjugate
heat transfer and the thermal inlet region.

We investigate how conjugate heat transfer and inhomgeneous heating affects higher order turbulent
statistics such as the temperature covariance. Based on the energy spectra of temperature, we explore
how the concept of the turbulent convection velocity [4] can be applied to the temperature field, including
the solid domain. Both information are required for an estimate of the thermal stresses induced by
temperature fluctuations.

Until the conference, we plan to extend this dataset to cases of higher Re, allowing for direct compar-
ison with the available experimental data [2].
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Figure 1: Sketch of the considered configuration. The fluid enters into the pipe at a constant
temperature, and is heated starting at z = 0; the heat flux is independent of z, but varies with
φ. The thermally fully-developed state is present sufficiently far away from z = 0.
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Figure 2: Fully developed temperature statistics for q = const., Reτ = 180, Pr = 0.025. The
mean temperature depends on G2 = λs/λf while the temperature covariance is goverened by the
thermal activity ratio K =

√
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ρscp,sλs. The limiting cases (mixed boundary condition

MBC and constant heat flux IF on the fluid) are given for reference.
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Figure 3: Radial heat flux and temperature covariance for a non-uniformly heated pipe. Half-
sinusoidal heating (as in Fig. 1). Reτ = 180, G2 = 1, K = 5, Pr = 0.025. Non-uniform heating
increases the absolute level of temperature variance significantly, and a high value of K leads to
temperature variances penetrating deeper into the pipe.
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Abstract:

We study the degree of imbalance of MHD turbulence in magnetized shear flows using numer-
ical simulations. Unlike previous studies of MHD turbulence energetically supplied by external
forcing [1, 2], we consider a more natural case: MHD turbulence in shear flows without any
forcing. In this case, there are key processes driven by shear that govern turbulence sustenance
and dynamics: linear nonmodal, or transient growth, which provides perturbations with energy
extracted from the flow, and nonlinear transverse cascade, which gives feedback to the nonmodal
growth [3]. The self-sustenance of the turbulence is achieved through the subtle interplay of the
nonmodal growth and the transverse cascade. Furthermore, in the classical case without shear,
the degree of imbalance of MHD turbulence remains constant. Here we demonstrate that the
flow shear reduces the imbalance and at strong enough shear, turbulence becomes essentially
balanced. This finding is consistent with observational data, which indicates that in a solar
wind, Alfvénic fluctuations are in a balanced state as the shear increases [4].

There are three main types of modes in the flow: Pseudo-Alfvén and Shear-Alfvén modes
with different polarizations characterized by the Elsasser variables Z±

p
and Z±

s
, respectively,

and the hydrodynamic basic mode, which is uniform in the streamwise (y) and shearwise (x)
directions and varies in the vertical (z) direction. The basic mode, carrying the largest fraction
of the kinetic energy, gives its energy to Alfvén modes through nonlinear transfers, while shear
enables an efficient energy exchange between the oppositely propagating Alfvén modes (Fig. 1).
As a result of the combined action of strong shear and the basic mode, the MHD turbulence
becomes balanced: the ratios fp =

〈

(Z+
p
)2 − (Z−

p
)2
〉

/D, fs =
〈

(Z+
s
)2 − (Z−

s
)2
〉

/D, where D =
〈

(Z+
p
)2 + (Z−

p
)2 + (Z+

s
)2 + (Z−

s
)2
〉

(〈·〉 denote volume average), which quantify the imbalance of
these modes, rapidly become close to zero even in an initially fully imbalanced case (Fig. 2).
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Figure 1: Evolution of the volume-averaged kinetic, 〈E
k
〉 (top), and magnetic, 〈Em〉 (middle)

energies of ky = 0 (blue), where ky is the streamwise wavenumber, Pseudo-Alfvén (red) and
Shear-Alfvén (green) modes. The bottom panel shows the evolution of the volume-averaged kinetic
energy of hydrodynamic ky = 0 (dashed) and the basic (solid) modes. Note that the “bursts” of
the basic mode precede that of Alfvén waves, indicating that the former transfers energy to the
latter. The imbalanced condition: 〈(Z+

p
)2〉 6= 0 and 〈(Z−

p
)2〉, 〈(Z+

s
)2〉, 〈(Z−

s
)2〉 = 0 was imposed

at t = 25.

Figure 2: Top: Evolution of the volume-averaged squared Elsasser variables of Pseudo- 〈(Z+
p
)2〉

(red solid) and 〈(Z−

p
)2〉 (red dashed) as well as Shear- 〈(Z+

s
)2〉 (green solid) and 〈(Z−

s
)2〉 (green

dashed), Alfvén wave modes for the same run as in Fig. 1. Bottom: Evolution of fp (red) and fs
(green), which characterize the degree of imbalance in MHD turbulence. The initially imbalanced
case with fp = 1 (i.e., 〈(Z+

p
)2〉 6= 0) shortly becomes on average balanced – fp decreases, fs

slightly increases and both quickly settle down to small fluctuations around 0.
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Flows on rotating cones have been studied as a simple model of three-dimensional boundary
layers [1], whose geometry is defined by the cone half-apex angle ψ alone. The flow develops
from laminar (near the apex) to turbulent along the surface, where the x-coordinate is defined
along the generating line with the origin at the apex.

Kobayashi et al. [2] studied the flow on rotating slender cones in axial flow and reported
transition axial Reynolds number based on x∗ and the velocity U∗

e at the outer edge of the
boundary layer (∗ indicates dimensional quantities). They show that transition is promoted by
increasing the angular velocity Ω∗, but delayed by increasing U∗

e , and suggested that transition
is controlled by a velocity ratio S = Ω∗r∗/U∗

e for a given ψ, where r∗ = x∗ sinψ denotes the local
radius of the cone. Here we revisit this flow using flow visualization in a towing tank.

The experiments were made as shown in Fig. 1, where a cone with ψ = 7.5◦ was rotated
around its central axis. Experiments were conducted with various combinations of the towing
speed U∗

∞ and the cone angular velocity Ω∗. Pearl-flake pigment (Iriodin111, Merck Ltd.) was
distributed in the water and illuminated by a laser sheet with a thickness of 2 mm, approximately
1 mm away from a generating line of the cone. The reflective flake patterns were recorded by
a camera fixed on the trolley through an optical window at the water surface. The averaged
root-mean-square of the light intensity Irms just above the generating line was extracted from
the recorded movies and used as a qualitative measure of the flow status.

Figure 2 shows the development of the transitional flow with (a) and without (b) axial flow.
The top and bottom panels show the same data but as functions of (i) x∗ and (ii) x where x
is a non-dimensional distance x =

√
x∗r∗Ω∗/ν∗ (ν∗ is the kinematic viscosity), which can also

be seen as the square root of the local rotational Reynolds number. Close to the apex, Irms is
relatively low (except very close to the apex) indicating the development of a laminar boundary
layer. As x∗ increases, Irms increases due to vortex structures developed through a centrifugal
instability. Further downstream, Irms saturates and decreases gradually, indicating turbulence.

Overall, increasing U∗
∞ and decreasing Ω∗ shift transition to larger x∗. However, the data in

Fig. 2(ai) were chosen to have a constant global non-dimensional axial velocity Ug = U∗
∞/

√
Ω∗ν∗ ≈

26.5, and as can be seen collapse onto a single curve in Fig. 2(aii). Thus, Ug seems to be a more
useful scaling as compared to S, since it is independent of space, can be determined a priori and
used in still fluid seamlessly (see Fig.2(bii)).
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Abstract:
Roughness plays a fundamental role in physics, engineering, and environmental science. Many
studies have investigated the effects of different roughness shapes and distributions. Efforts aim
to find a statistical descriptor of roughness geometry to replace the classical equivalent sand grain
roughness ks, a hydraulic property estimable from the mean velocity profile. Surface affects the
flow depending on factors like size, distribution, density, shape, and slope of features. Despite
advances in understanding flow over rough walls, a knowledge gap remains in parametrizing
drag and roughness function. To this aim, DNS of turbulent channel flows have been performed
with periodic boundary conditions in streamwise and spanwise directions and a no-slip condition
in the wall-normal direction. The computational domain, with dimensions 6.4h × 2.2h × πh,
is discretized using a grid of 512 × 256 × 256 points to ensure high resolution near the wall.
The Reynolds number is set to Re = 4300, corresponding to a friction Reynolds number of
Reτ = 240. Two sets of simulations have been conducted, varying roughness height while keeping
a fixed pitch-to-height ratio of w/k = 4. The first set features 16 triangular transverse bars with
a roughness height of k/h = 0.1 (A11), and the second set doubles the roughness height to
k/h = 0.2 (A12). Other cases modified the baseline to highlight features like protuberances and
wakes affecting downstream roughness. The correlation between roughness configurations and
flow characteristics has been investigated, focusing on drag, roughness function, and turbulent
intensities. Fig.2 shows that ES alone exhibited significant variation, about 30-40%. Results
indicated that geometrical parametrization must consider the contribution of elements in larger
elements’ wake to drag, pattern and distance effects of roughness elements, and the impact of flat
regions between rough elements on velocity distribution. These factors have been included in a
new parametrization, Effective Distribution (ED), revising ES. The ED improved drag correlation
by accounting for peaks above mean roughness, wake regions from the highest elements, and
distances between elements. To further analyze this behavior, turbulent intensities have been
investigated. The color contour plots of streamwise turbulent intensities for select cases, shown
in Fig.3, highlight the impact of roughness geometry on turbulent flow. Comparing the uniform
triangular roughness configuration (A11, Fig.3a) with a configuration including a taller element
(B11, Fig.3b), a significant increase in u′rms is observed near the stagnation point of the tallest
element. This increase is attributed to stronger velocity gradients and enhanced turbulence near
the windward side of the element, extending downstream into the wake. The localized increase
in turbulence in B11 suggests higher turbulent mixing and greater energy fluctuations than in
A11. A similar amplification of turbulence and mixing is observed when comparing A12 and
B12 (Fig.3c and d). These findings underscore the influence of roughness element positioning on
drag and flow physics, even when geometric statistics like mean roughness height and ES remain
constant. The rms of flow fluctuations behind the pinnacles is notably low, with turbulence
intensity approaching zero within the wake, indicating that surface perturbations have a localized
effect. The ED improves the correlation between roughness and turbulence characteristics.
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Figure 1: Effective slope dependence on the Drag, roughness function, and streamwise turbulent
intensities of the rough wall.

Figure 2: Effective Distribution dependence on the Drag, roughness function, and streamwise
turbulent intensities of the rough wall.

u′rms

Figure 3: Color contours of streamwise turbulent intensities: (a) A11 , (b) B11, (c) A12, (d)
B12.
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Abstract:
There are two routes for a laminar flow to be turbulent: by supercritical and subcritical tran-
sitions. In the supercritical transition scenario, a linearly unstable base flow becomes turbulent
continuously. The Taylor–Couette flow with inner cylinder rotation (Re in ≡ uinh/ν) is one typical
example; it reaches a turbulent state via the Taylor vortex (TVF), wavy Taylor vortex (WVF),
and modulated wavy Taylor vortex (MWV). On the other hand, the subcritical transition is non-
linearly unstable to finite disturbances even in the linearly stable Reynolds number regime. Many
wall-bounded shear flows belong to the subcritical transition. They exhibit localized turbulence
near the global turbulence maintenance lower limit and form geometric patterns.

In this study, we performed direct numerical simulations of the Taylor–Couette–Poiseuille
flow (TCPF, Fig. 1), a Taylor–Couette flow geometry with an axial pressure gradient drive, and
investigated its turbulent transition process. Since a TCPF is a combined shear flow in multiple
orthogonal directions, its three-dimensional velocity distribution makes the flow structure com-
plex [1]. When we apply an axial drive to the TVF- and WVF-based cases (Re in = 130 and
150), the flow structures disappear. If the axial driving force is even greater, the flow becomes re-
unstable and exhibits the helical turbulence characteristic of subcritical transitions (Fig. 2). The
axial drive triggers a continuous turbulent transition with the MWV (Re in = 1300), suggesting
the supercritical transition. Here, we do not observe any laminarization or localized turbulence.
To further investigate this peculiar behavior, we adopted the Lumley triangle based on the sec-
ond and third invariants (II and III ) of the anisotropy tensor to evaluate the anisotropy of the
flow structure [2]. The triangle’s vertices indicate one-, two-component, and isotropic turbulent
flow (x1c, x2c, and x3c). In the TVF and WVF, the invariants are distributed along the two-
component limit (x1c–x2c). However, in the helical turbulence, they deviate from the limit line
near the gap center (figures are not shown). On the other hand, in the MWV-based case, we can
see an approach to the lines x2c–x3c and x1c–x3c. In addition, as the axial driving increases, the
distribution of the invariant map changes continuously, and it approaches the vertex of three-
component turbulence and acquires high isotropy (Fig. 3). This acquiring isotropy is similar to
the characteristics seen in a high Reynolds number turbulent channel flow.

In summary, we observed different turbulent transition processes depending on Re in in TCPF
and a continuous turbulent transition, which we investigated by evaluating the Lumley triangle
representing the anisotropy of the flow. In the presentation, we will also discuss the turbulent
transition process from the perspective of the energy balance of the Reynolds stress.
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Abstract:

Reducing drag in wall-bounded turbulent flows is a crucial challenge in fluid dynamics, with signif-
icant implications in aerospace, naval, and automotive applications. Among passive control techniques,
modifying surface textures by adding riblets—streamwise-aligned grooves—has been widely studied and
demonstrated to effectively reduce skin friction [1].

Recent advancements propose an alternative approach by introducing sinusoidal riblets, characterized
by a periodic streamwise waviness. This solution has been suggested as a robust alternative to conven-
tional riblets, offering similar or greater drag-reduction potential while exhibiting lower sensitivity to
flow misalignment [2]. Experimental studies have demonstrated the efficacy of such designs in modify-
ing near-wall turbulence structures, leading to increased aerodynamic efficiency [3].

In this work, we perform direct numerical simulations (DNS) of a turbulent channel flow at a friction
Reynolds number Reτ = 540 with sinusoidal riblets embedded on both walls. The riblet configuration
is defined by a height-to-spacing ratio of h/d = 0.7 and an amplitude of a = 0.15, consistent with the
experimental work of Cafiero and Iuso [2]. The near-wall flow structures are analyzed through phase-
conditional averaging to assess their impact on turbulence dynamics.

As in the case of stream-wise-aligned riblets, mean-flow vortical structures aligned with the stream-
wise direction develop just above the riblets’ crests [3]. These coherent vortical structures play a crucial
role in modifying the near-wall dynamics by redistributing momentum and influencing the overall shear
stress at the wall. Our DNS data allows us to directly visualize those vortical structures, which, in the
present case of sinusoidal riblets, appear with alternating vorticity in the stream-wise direction.

This alternation in vorticity is a direct consequence of the sinusoidal modulation of the riblets, which
introduces a periodic variation in the local surface curvature and alters the way the boundary layer inter-
acts with the wall. As shown in figure 1, the structures are generated at locations where the amplitude
of the sine wave is maximum (corresponding to Φ = π/2). This suggests that the flow locally adapts to
the changing surface geometry by forming vortices whose size and strength vary periodically along the
streamwise direction.

Once generated, these vortices exhibit a distinct growth pattern, increasing in size (radius r+) as
they migrate from the center of the groove (Θ = 0o) toward the riblet’s crest (Θ = π/2). This growth is
indicative of an interaction between the near-wall low-speed streaks and the modified surface topology,
which influences the dynamics of turbulence production and dissipation. The observed movement of the
vortices from the groove center to the riblet crest suggests a redistribution of turbulent kinetic energy in
the near-wall region, potentially altering the classical buffer-layer dynamics typically observed in smooth-
wall turbulent flows.
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Figure 1: Instantaneous visualization of the streamwise vorticity in the spanwise (y+), wall-normal (z+)
plane (left), with indication of the vortex trajectory in terms of the radius and polar coordinate (right).
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[1] R. Garcı́a-Mayoral and J. Jiménez, “Drag reduction by riblets,” Philosophical Transactions of
the Royal Society A: Mathematical, Physical and Engineering Sciences, vol. 369, no. 1940, pp.
1412–1427, 2011. DOI: 10.1098/rsta.2010.0359.

[2] G. Cafiero and G. Iuso, “Drag reduction in a turbulent boundary layer with sinusoidal
riblets,” Experimental Thermal and Fluid Science, vol. 132, p. 110723, 2022. DOI:
10.1016/j.expthermflusci.2022.110723.

[3] D. Modesti, S. Endrikat, N. Hutchins, and D. Chung, “Dispersive stresses in turbulent flow over
riblets,” Journal of Fluid Mechanics, vol. 915, A23, 2021. DOI: 10.1017/jfm.2021.310.

177

https://doi.org/10.1098/rsta.2010.0359
https://doi.org/10.1016/j.expthermflusci.2022.110723
https://doi.org/10.1017/jfm.2021.310


Geometric and Statistical Characterization of the
Turbulent/Non-Turbulent Interface in a Turbulent

Bounday Layer Flow Identified Using Uniform
Momentum Zone Concepts

B. Sun , C. Atkinston and J. Soria

1 Laboratory for Turbulence Research in Aerospace and Combustion, Department of Mechanical and
Aerospace Engineering, Monash University, Melbourne, Australia 3800

key-words: Turbulent Boundary Layer Flow, TNTI

Abstract:
The turbulent/non-turbulent interface (TNTI) refers to the region that separates the irrotational, non-
turbulent part of the flow from the turbulent region. The entrainment process occurring at this interface
is of significant interest for both industrial applications and turbulence research. However, detecting the
TNTI remains challenging due to the absence of a universally accepted physical definition[2]. Uniform
momentum zones (UMZs) are regions within the turbulent boundary layer where the streamwise velocity
remains relatively uniform[3]. It has been demonstrated that there is a jump in velocity across UMZ edges
[4], which is also a property shared with TNTI. Therefore, the outmost UMZ edge is natually a candidate
for TNTI identification.

In the identification process of the turbulent/non-turbulent interface (TNTI), for each plane in the
spanwise direction a sliding window of size 1δ in streamwise direction, and 2δ in wall normal direction is
used and moved downstream. The boundary layer thickness in the window size corresponds to the value at
the center of the window. Thus, the sliding window increases in size as it progresses downstream, ensuring
that the proportion of the turbulent and non-turbulent parts of the flow remains approximately constant
throughout its streamwise extent. A histogram of the instantaneous streamwise velocity is computed
within the sliding window. The local minimum in the probability density function (PDF) that separates
the peak representing the freestream velocity from the rest of the turbulent flow is identified as the edge
velocity, uedge. The velocity isocontour corresponding to uedge is then defined as the TNTI within the
window. As the window moves downstream, new values of uedge are determined through the same process,
and the TNTI location is updated accordingly. The identification process is illustrated in the figure 1.

The analysis of the geometric properties of the interface will be presented at the conference. Addi-
tionally, conditional turbulent statistics, including mean velocity, Reynolds stress, as well as mean and
fluctuating vorticity profiles, will also be presented.
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Figure 1: (a) Contour of an example instantaneous velocity field with the moving window for
TNTI identification highlighted in red (b) PDF of velocity within the window, with the verticle
line representing uedge (c) The identified TNTI (—) and interface height (yTNTI , - - -) overlayed
on the instantaneous velocity contour.
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Abstract:

Despite the vast research into gas turbine blade cooling systems, few studies focus on detailed charac-
terisation of the velocity and temperature fields, although the transport of heat and momentum determine
the surface heat transfer rate. Measurements of these fields will improve what is a currently poor under-
standing of the heat transfer mechanisms [1] and highlight the current shortcomings of RANS models.
This lack of understanding also leads to use of higher injection-to-freestream velocity ratios (V R) in cur-
rent state-of-the-art designs, which reduces engine efficiency and power output [1]. In previous studies,
boundary layer measurements have been limited to outside of the viscous region and a small number of
V R cases have been studied [2, 3].

The current work presents three-component velocity measurements extending down to the viscous
sublayer using laser Doppler anemometry. Simultaneous temperature and velocity measurements are
acquired with an x-wire and an adjacent cold-wire for turbulent heat flux measurements. Independent
skin friction measurements are obtained with oil film interferometry. The geometry of a turbine blade with
effusion cooling is idealised with injection of lower temperature air into a large turbulent boundary layer,
through a flat porous plate that consists of a staggered array of small holes with diameters D = 16mm.
The large-scale ‘big and slow’ experiment benefits from high resolution and allows for larger δ/D ratios
than previously used in the literature, which is characteristic of next-generation effusion cooling or ‘quasi-
transpiration’ designs. Wall-normal profiles are measured at a fixed streamwise location on the effusion
plate at two spanwise locations: one the centreline of the holes, and one between two columns of holes
(where there is no immediate effect of injection). The velocity ratio is varied in the range 0 < V R < 0.37.

The results show rapid departures from canonical viscous scaling, occurring for y+ > 20 (Figure
1). In the overlap region, the boundary layers become heavily perturbed with distinct plateaus in the
streamwise velocity profiles forming by V R = 0.37. No evidence of logarithmic scaling is apparent and
therefore traditional modelling strategies are shown to be inadequate, particularly the mixing length
model. The turbulence structure is significantly modified, with an outer peak forming for each orthogonal
velocity variance (Figure 2). A key result is the change in boundary layer scaling observed about a critical
velocity ratio V Rc ≈ 0.2 - a much lower threshold than indicated by previous studies. An example is that
the spanwise velocity fluctuations begin to dominate the near-wall turbulence on the hole centreline for
V R > V Rc. A large dissimilarity between the momentum and temperature fields is observed. Turbulent
transport of both turbulence kinetic energy and temperature variance is large across the boundary layer,
so the local equilibrium hypothesis is not valid. In the outer region, structure parameters such as a1 and
a1θ are approximately constant and similar to the unperturbed values. The turbulent Prandtl number
assumes an approximately constant value 1 < Prt < 1.4 in this region, although large departures from
Reynolds’ analogy and counter-gradient transport of heat are observed near the wall.
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Abstract:

Karst aquifers, with their extensive and intricate conduit networks, are essential for groundwater flow
and contaminant transport [1]. The complex geometry, characterized by branching conduits, varied cross-
sections, and remarkable wall roughness (k/D ≃ 10−1), add further challenges to predicting flow patterns,
friction losses, and turbulence onset.
This work examines flow behaviour in representative karst conduits to identify key geometrical and fluid
mechanical parameters, such as average cross-sectional areas, cave centrelines, friction factors, and veloc-
ity distributions, using direct numerical simulations over a broad range of flow conditions (Re = 1− 103).
These variables are critical for upscaling methods as can be used to simulate the entire karst networks
without resolving every conduit in detail. In this study a combination of finite-volume and spectral ele-
ment methods has been employed: finite-volume for resolving laminar flows in more complex geometries
and spectral element methods for capturing turbulent flows at higher Reynolds numbers. Conduit ge-
ometries for the simulations are reconstructed from high-resolution LiDAR scans of real karst formations,
with point cloud data maintaining all features such as rough walls, branching, and variable cross-sections.
An immersed boundary model [2] together with a ray-tracing algorithm allows accurate boundary repre-
sentation and correct forcing of boundary conditions within these intricate geometries.
The validation of the numerical framework was first performed on classical problems, including laminar
and turbulent flow in a straight circular pipe. The immersed boundary method reproduced excellent fric-
tion factors and velocity profiles matching both laminar and turbulent reference data. Tests conducted
in a wavy channel geometry (see Fig. 1(a)) suggest that laminar flow conditions hold in certain conduit
sections, leading to smooth centerline velocities and predictable friction losses. Due to the irregularities
in the conduit, the flow field is significantly disrupted, resulting in spatial variations that differ from those
observed in smooth-channel conditions. Moreover, the simulations reveal that the flow transitions to a
transitional or turbulent regime at Reynolds numbers lower than those predicted by standard empirical
correlations (Re ≤ 1000). The result suggests that the conventional friction factor estimations, often
based on the Moody chart [3] and Darcy-Weisbach formulations [4], may not fully capture the effects of
the complex, heterogeneous conditions typical of karst systems (see Fig. 1(b)). As illustrated in Fig. 2,
the intricate geometry and roughness of karst conduits appear to significantly change the flow dynamics,
causing deviations from classical behaviour. Furthermore, extracting relevant quantitative data, such
as velocity profiles, turbulence statistics, and friction factors remains challenging due to the complexity
of these geometries. As a result, alternative approaches are needed to effectively capture the key flow
characteristics in karst conduits.
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Figure 1: a) Velocity contours of the main velocity component (w/Ub) on the streamwise (y− z)
and cross-stream (x − y) planes, for the wavy-channel case k/D = 0.25 and Re = 1500. b)

Friction factor (f = 2D∆p/U2ρL) versus Reynolds number for various roughness ratios.
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Figure 2: a) Side and top views of the Archamps cave (Switzerland). The images presents also

the flow-based centreline of the cave evaluated using a particle tracking simulation. b) Contours

of the average velocity of the main component (u/Ub) extracted along the centrelines in the x− z
and x− y planes starting from top to bottom, for Re = 1000.
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Abstract: 

The motivation of this work stems from the recent introduction of 3D-printed, porous sports balls to 

the market, whose advantage is that they are ‘airless’, i.e., they do not need to be inflated [1]. Given 

that porosity is known to drastically alter the aerodynamic properties of bluff bodies, it would be of 

interest to characterize the flow-properties of porous spheres. Our initial expectation was that the 

introduction of porosity would drastically decrease aerodynamic resistance (thus affecting long range 

passes/shots). However, a preliminary experiment where we released two spheres from the 13th floor of 

a tall building (see figure 1a) revealed the opposite result: the lower-porosity sphere reached the ground 

first, suggesting a higher aerodynamic resistance when porosity increases, contrary to what is observed 

and predicted by theory for porous flat plates [2]. 

 

To investigate the cause of the above counter-intuitive phenomenon, we performed drag and particle 

image velocimetry measurements of D=150 mm diameter spheres with porosity ratio (defined as the 

ratio of the total open area introduced by the holes to the surface area of a non-porous sphere) equal to 

β = [0.025 0.1 0.2 0.3 0.4 0.5 0.95] in a 1.2 m × 1.2 m cross section wind tunnel (see figure 1b). The 

tunnel wind-speed was varied from 5 to 30 m/s to investigate Reynolds number effects. Drag 

measurements were also conducted for spheres with a solid ring attached at the 𝜃 = 90∘ position of 

their periphery. The effect of the ring was to fix the separation point for all spheres at the same 

location. In that manner we could test whether the increase of drag with porosity seen in the 

preliminary building experiment was due to a movement of the separation point (i.e., cancelling of the 

supercritical regime with porosity) or not. 

 

The drag results for the porous spheres can be seen in figure 2a. In agreement with the building 

experiment, we found that porosity drastically increases the aerodynamic drag of spheres, to the point 

that a porosity of 95% nearly doubles the value of the very low porosity case. Figure 2b shows that this 

increase is not (in general) caused by a movement of the separation point (supercritical effect), as the 

ring had a significant effect only on the drag of the very low porosity cases. The average velocity 

results obtained via PIV are shown in figure 3 and indicate significant differences in the wake of the 

various tested cases. Using the PIV data we performed an approximate calculation of the losses due to 

the hole expansion (not presented here), which provide an explanation for the increased drag, i.e., the 

flow that enters and exits the porous sphere experiences high expansion losses from the presence of 

multiple holes and increases disproportionately the drag of the sphere.  
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Figure 1: (a) Photograph of two porous spheres in mid-air, after being dropped from a tall building 

(the weight and diameter was kept the same). (b) Wind tunnel experiment of porous spheres.  

 

            

                                                                                                             
                                                                                                                                  

Figure 2: (a) Drag coefficient versus Reynolds number for various porous spheres. (b) Drag coefficient 

of spheres with separation ring divided by the drag coefficient of the same sphere without the ring, 

plotted against the porosity ratio. 

 

 
Figure 3: Normalized average streamwise velocity, measured via PIV, for the various tested cases.  
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Abstract:
At present days, many different techniques are used to perform flow control in a variety of both industrial
and research application. One of the most craved benefits from the use of such techniques is the possibility
to manage laminar to turbulent transition in boundary layers. However, despite many studies are present
for ideal gas flows, the behaviour of transition within real gas flows, where thermophysical and transport
properties may experience large variations, is much less investigated.
In this context, the aim of this work is to study a particular active flow control, i.e., the modification of
wall temperature, to spotlight differences in the laminar to turbulent transition process of boundary layers
within ideal and real gas flows. A high-order discontinuous Galerkin finite element solver is employed to
perform implicit large eddy simulations of the T3L test case from the ERCOFTAC suite [1], using (i)
two different wall to freestream temperature ratios Tw/T∞ < 1 and Tw/T∞ > 1, and (ii) two different
freestream to critical temperature ratios T∞/Tcr < 1 and T∞/Tcr > 1. All simulations are conducted at
a fixed freestream Reynolds number Re∞, Mach number Ma∞ and turbulence intensity Tu∞, using a
freestream supercritical pressure p∞ > pcr and CO2 (i.e., carbon dioxide) as working fluid. To capture
real gas behaviour in the flows, the Peng-Robinson cubic equation of state [2] is used to compute ther-
modynamic properties, and the multiparameter model of Chung et al. [3] is used to calculate transport
properties. A reference simulation is performed using the same Re∞, Ma∞ and Tu∞ for the wall to
freestream temperature ratio Tw/T∞ = 1, but with a rarefied freestream having low p∞ and high T∞, to
resemble ideal gas behaviour.
The differences between the reference and the real gas simulations are examined both qualitatively and
quantitatively. In particular, the λ2 criterion is used to visualize instantaneous fields, while dynamic mode
decomposition is applied to characterize unstable modes in the flows. Turbulent kinetic energy spectra
and boundary layer integrals are calculated, near wall behaviour is represented and friction coefficients
are compared to correlate the influence that wall temperature has in the active control of real gas flows.
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Abstract:

Oscillating grid turbulence is generated by a grid made up of a series of bars or rods arranged in a
regular pattern, which moves back and forth in an oscillatory manner, stirring up the fluid, and generates
turbulence in the region around the grid. In a statistical sense, turbulence is generated in a plane and
diffuses outward in the normal direction, while simultaneously being damped by dissipation until a balance
between transport and dissipation is achieved. Due to the absence of mean shear, there is no turbulence
production beyond the energy injection region around the grid. As such, this setup serves as a valuable
tool for investigating the fundamental properties of turbulence in a controlled, reproducible environment
[1]. Despite the simplicity of the flow, many aspects have not yet been fully investigated. Oscillating grids
have been used to produce turbulent shearless turbulent flows close to homogeneity [2, 3].

This work aims to investigate the role of the Reynolds number and the forcing mechanism on the
development of turbulence by using Direct Numerical Simulations in which the energy injection through
the grid is replaced by a localized body force varying in space and time. Following [4], we consider
the forcing localized around the mean position of the grid and composed by a deterministic part, which
depends on the mesh geometry, and a random part, i.e.

fi(t,x) =
n2S

2

{
fD
i (nt, x1/M, x2/M) +

βi

4

}
g(x3/S)

where S is the amplitude of the stroke,M is the spatial period of grid, n the frequency, fD
i (nt, x1/M, x2/M)

is the deterministic part of the forcing, periodic with respect to its arguments, βi are independent random
numbers and g(x3/S) is a Gaussian smoothing function which localizes the forcing within a layer with a
width equal to the stroke around the mean grid position. An example is shown in figure 1. Three distinct
flow regions can be identified: the region directly stirred by the grid, an almost steady region behind the
turbulent front, where kinetic energy decays algebraically with distance from the grid; and a boundary
region, where the entrainment process occurs, and kinetic energy decays exponentially with distance from
the grid. As the turbulence propagates, there is a gradual reduction in intensity, which reduces the ability
to entrain more fluid until the transport process becomes saturated. We determine the evolution of the
transient state and the scaling laws for the statistically steady state, showing how they are influenced by
the Reynolds number and by the shape of the deterministic grid forcing (see, e.g., figure 2, for an example
of the second-order moments and figure 3, for an example of the spectra at different Reynolds numbers).
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Figure 1: Example of forcing component f3/(n
2S) in the grid normal direction x3: on the left

the amplitude fD
3 of the deterministic part of the forcing, on the right the random part.
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Abstract:
Modern approaches to turbulence are from a statistical point of view. We aim to extend the theoretical
knowledge of the statistics in homogeneous isotropic turbulence (HIT). A common approach to statistics
from an engineering perspective is the consideration of multi-point moments. However, especially the
tensor properties of velocity moments make it difficult to formulate a functional form for an isotropic
moment beyond the famous treatment of the two point case by Von Kármán and Howarth [1]. We
therefore consider probability density functions (PDFs), including all statistical properties. An n point
PDF f(n) defines the average of a function Q depending on the physical velocities u(1), . . . , u(n) at n points
x(1), . . . , x(n) by〈

Q(u⃗(1), . . . , u⃗(n))
〉
=

∫
R3n

Q(v⃗(1), . . . , v⃗(n)) f(n)
(
t, x⃗(1), v⃗(1), . . . x⃗(n), v⃗(n)

)
dv⃗(1) . . . dv⃗(n), (1)

where v(1), . . . , v(n) is the set of sample space coordinates. Lundgren [2] derived an infinite but linear
multi-point hierarchy for the PDFs (the so called LMN hierarchy). Our aim is to link HIT with the LMN
hierarchy, why the present work consists of three core elements. First, we introduce spherical coordinates
as a natural way to assess HIT and express the PDF in a new set of coordinates, given by the scalar
invariants under translation and the SO(3) group of rotations as described in [3], yielding a dimensional
reduction of the problem to a minimal set of coordinates. Second, we transform the LMN hierarchy and
its side conditions to the aforementioned new set of scalar invariants. As the LMN hierarchy includes all
multi-point velocity moments by (1), the new reduced PDF equation represents a higher level equation
for the moment hierarchy in HIT. The third step is the validation of the chosen PDF formulation by
means of simulation data [4]. From this data, we construct homogeneous isotropic PDFs in the new set
of coordinates, proving that the chosen approach is valid. We aim to use the resulting PDFs to explore
further symmetry and similarity properties as well as the validity of the solution approaches to the reduced
hierarchy, which were suggested in [3]. Beyond any solution of the LMN hierarchy, also the exploration
of similarity properties would allow insight into scaling laws describing the physics of HIT.
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Abstract:
Air-sea interaction plays a crucial role in the Earth system, but how the atmosphere and ocean
are coupled at sub-mesoscales ranging from 100 m to 100 km is not well understood. At these
scales, the atmosphere and ocean are both filled with rich spatial structure, which may influ-
ence air-sea fluxes, including wind stress, in ways that are not fully characterized. This study
focuses on the significant variability observed in atmospheric shallow convection, as exemplified
in figure 1, and how it influences patterns of wind and stability near the surface with impacts
on surface wind stress. Shallow cumulus clouds over the subtropical oceans are organized in var-
ious ways: from cloud streets to convective cells, to patterns of precipitating cumuli organized
in lines or arcs surrounding cold pools, to aggregated clusters with frequent precipitation to
overturning circulations. These patterns introduce variability in wind through the circulations
they introduce, and variability in precipitation and near-surface temperature (cold pools) [1].
This heterogeneity is clearly seen in SAR imagery of ocean surface roughness [2] and motivates
a closer look at how surface wind stress is modeled and retrieved from space-borne observations
and models. Wind stress is typically modeled and retrieved using bulk formulae that rely on
Monin-Obukhov Similarity Theory (MOST) to describe the behavior of the near-surface, and
which assumes flows are homogeneous, which may no longer hold true at sub-mesoscales. To
study patterns wind stress in relation to atmospheric instability (convection), a large ensemble
of subtropical shallow cloud fields is used, Cloud Botany [3]. These fields have been simulated
using the Dutch Atmospheric Large-Eddy Simulation (DALES) [4] in a horizontal domain of
150 km x 150 km with a resolution of 100 m based on environmental conditions typical for the
winter time subtropical Atlantic Ocean. This ensemble is used to explain how highly convective
conditions, where turbulence is driven by buoyancy, modify surface heat and momentum fluxes
compared to a weakly convective, shear-driven turbulent regime, as a function of Richardson
number, as exemplified in figure 2. Turbulent transport and spectra are used to quantify the
scales at which the modulation of near-surface wind patterns and shear stress changes behavior
due to developing moist, precipitating convection. The insights gained into the mechanisms by
which the atmosphere leaves an imprint on the ocean surface will provide near-wall statistics for
scale-aware bulk flux models.
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Figure 1: Different types of cloud organizations seen in a member of the Cloud Botany ensemble
time = 25h, 35h and 59h. Cloud albedo is shown in white and rain water path in blue.

Figure 2: Total surface fluxes (zonal momentum, meridional momentum, latent heat and sensible
heat) plotted against surface wind speed and colored by stability parameter defined as −zi/L, where
zi is the inversion height and L is the Obukhov length, with a color gradient from dark purple
(weakly convective) to light yellow (highly convective). Error bars are derived from the standard
deviation of the time series.
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Abstract:
Wall-bounded turbulent shear flows have large-scale structures that are much longer than their shear
width. Hot-wire rake measurements at very high Reynolds numbers (Re = Ubd/ν = 144, 000) by Monty
et al.[1] showed the existence of large-scale structures of low-velocity streaks with lengths of about 10d,
where d and Ub are the channel width and the mean (bulk) velocity Ub, respectively. On the other
hand, Seki et al.[2] confirmed that in transitional and low Reynolds number turbulent channel flows a low
frequency peak is present in the spectra of the streamwise velocity measured by hot-wire anemometry. In
addition, flow visualisation experiments by Yimprasert et al.[3] dense regions of wavy streaks of 10d length
and 5d width at Re = 2700, whose streamwise scale corresponds to the low-frequency peak of the peak
corresponding to Seki et al.[2]. Although the large-scale structures, which are about an order of magnitude
larger than the channel width, clearly differ in width between high and low Reynolds number turbulent
channel flows, the relationship between them is not well understood. It is also interesting to consider the
presence of large-scale structures at intermediate Reynolds numbers. In this study, we visualised the flow
by gradually increasing the Reynolds number just after the transition and then attempted to analyse the
resulting images to extract the large-scale structures.

A two-dimensional water channel flow apparatus with a channel width of d = 7.2 mm and a glass
test section 580 mm wide and 4650 mm long was used. A camera and two halogen lamps were installed
perpendicular to both streamwise and spanwise directions, and pearl pigments were added to the water for
the visualisation. Figure 1 shows the visualisation images and their moving average images. The imaging
area is 162 × 122 mm2 (23d × 17d) and the left side of each image is the upstream. The visualisation
images are normalised by the standard deviation of brightness after subtracting the time-averaged images,
and the contrast of the moving average images is adjusted with a constant factor for ease of viewing. The
streamwise and spanwise sizes of the moving average filter are 10d× 3d respectively. In the visualisation
image at Re = 1800, small vortices and large streak structures are observed. According to experiments by
Seki et al. [2] and Yimprasert et al. [3], the turbulence fraction (intermittency) at this Re is about 0.5,
which means that the flow state is halfway through the transition. The small eddy regions are considered
turbulent, while the large streak regions are non-turbulent with no fine eddy structure, and these regions
are distributed like a patchwork. The patch structure becomes clearer in the moving average image, where
the non-turbulent areas are generally bright and therefore white in the moving average image, while the
turbulent areas are black. At Re = 2700 the whole flow becomes turbulent, with irregular streaks and
eddies. However, the moving average image still shows a patch structure, and even at Re = 3000 a patch
structure is observed. The essential difference is that the streaks at Re = 1800 have a regular structure,
whereas those at Re = 2700 are irregularly wavy. These results suggest that the streaks for Re ≥ 2700
are irregular enough to be considered turbulent, although the dense regions of long streaks remain after
the transition. The contrast in the moving average image at Re = 4000 is weakened, suggesting that this
patch structure is more difficult to maintain as Re increases.

By processing the visualised image of the flow with gradually increasing Re from the transition state,
it was clearly shown that the patch structure observed during the transition is maintained even after the
transition. Whether this structure is maintained at higher Re is an important topic for future research.
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Figure 1: Original images(left) and moving average images(right). The contrast of moving
average images is adjusted by the same constant factor.
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Abstract:
It is a well-known phenomenon that numerical simulations of turbulent flow given by different groups
and/or different methods often have large deviations, say, disagree with each other, before results of
physical experiments are reported. Most of these numerical simulations are certainly wrong? Can we give
any physical explanations for it?

It has been reported that turbulent flows are chaotic. Besides, all numerical algorithms have artificial
numerical noises. So, due to the butterfly-effect of chaos, numerical simulations of NS equations given
by the direct numerical simulations (DNS) become badly polluted by artificial numerical noises quickly,
as currently illustrated in [1] and [2]. To overcome this restriction, Liao proposed the so-called “Clean
Numerical Simulation” (CNS) [3]. Unlike DNS, numerical noise of CNS is rigorously negligible in a finite
but long enough interval of time [4] so that we can do “clean” numerical experiment for turbulence by
CNS [5].

Using clean numerical simulation (CNS), we provide evidence, for the first time, that artificial nu-
merical noise in direct numerical simulation (DNS) of turbulence is approximately equivalent to thermal
fluctuation and/or stochastic environmental noise. This confers physical significance on the artificial nu-
merical noise of DNS of the Navier-Stokes equations. As a result, DNS on a fine mesh should correspond
to turbulence under small internal/external physical disturbance, whereas DNS on a sparse mesh corre-
sponds to turbulent flow under large physical disturbance, respectively. The key point is that: all of them
have physical meanings and so are correct in terms of their deterministic physics, even if their statistics
are quite different. This provides a positive viewpoint regarding the presence of artificial numerical noise
in DNS.

For details, please refer to Liao and Qin [6].
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Abstract:

Symmetry-breaking is a fundamental phenomenon in fluid dynamics, significantly affecting the stabil-
ity and dynamics of thermal convection systems [1]. This study proposes the frozen top bubble model, a
novel two-dimensional Rayleigh-Bénard convection (RBC) configuration that incorporates vertical asym-
metry between the hot and cold boundaries. The model is derived from the classical soap bubble model
[2], which has been widely used to investigate two-dimensional turbulence. However, the frozen top bubble
model introduces a frozen top boundary through the penalization method, creating a non-slip, immobile
region at the top with a constant lower temperature, which serves as the heat outlet for the fluid.

Direct numerical simulations (DNS) are conducted to explore the model’s stability and convection
dynamics. The results reveal the existence of two distinct regimes governed by the vertical asymmetry
parameter: the Conditionally Stable Regime (CSR) and the Unconditionally Stable Regime (USR). In
CSR, pronounced asymmetry suppresses thermal convection, leading to stability loss as the Rayleigh num-
ber increases. This regime is characterized by inefficient heat transport and heat accumulation inside the
convection zone, causing the global temperature to rise monotonically with increasing Rayleigh number.
Conversely, in USR, where the asymmetry is weaker, the system remains stable regardless of the Rayleigh
number, with active convection and efficient heat transfer. In this regime, the rise of Rayleigh number
influences the temperature field in a more non-monotonic manner.

The study further demonstrates that the instability observed in CSR originates from the inverse energy
cascade, which strengthens large-scale vortices. The non-dimensional asymmetry parameter, defined as the
ratio of the cold boundary length to the hot boundary length, serves as a critical indicator for predicting
the system’s stability. As the parameter approaches unity, the model transitions from CSR to USR, where
the effects of asymmetry are diminished, convection is sustained, and heat transport is enhanced.

This work highlights the pivotal role of vertical asymmetry in thermal convection systems and offers a
novel framework for studying asymmetric convection dynamics. The frozen top bubble model provides new
insights into geophysical and astrophysical flows, where boundary asymmetry is frequently encountered.
Future extensions of the model could incorporate rotation, tilt effects, and variable boundary conditions
to further explore the complex interplay between asymmetry and turbulent convection.
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Figure 1: Geometry of the frozen top bubble.The blue part is the frozen zone (Ω0) and the orange
part is the convection zone (Ω1).The black circle is the cold boundary (Lc) and the red circle is
the hot boundary (Lh).

Figure 2: Snapshots of the temperature field in stationary state of the frozen top bubble model.
The top line illustrates the system with the small-scale frozen zone and in the CSR: (a) Ra =
1.12× 104, (b) Ra = 1.12× 105 and (c) Ra = 1.12× 106. The middle line illustrates the system
with the moderate-scale frozen zone and in the USR: (d) Ra = 2.89 × 106, (e) Ra = 2.89 × 108

and (f) Ra = 2.89× 109. The bottom line illustrates the large-scale frozen zone and in the USR:
(g) Ra = 3.49× 103, (h) Ra = 3.49× 105 and (i) Ra = 3.49× 106.
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Abstract:

Control and enhancement of convective heat-transfer in wall-bounded turbulent flows, par-
ticularly in pipe flows, are crucial for many industrial applications [1, 2].

A common strategy to enhance heat-transfer is introducing controlled perturbations, such
as cross-flow jets, which generate vortical structures that increase Reynolds stresses, enhancing
momentum and thermal diffusivity. Studies have shown that pulsed jets, actuated at specific
frequencies and duty cycles, outperform steady jets [3, 4, 5]. However, these findings are limited
to a narrow Reynolds number range, and studies at higher, industrially relevant values are
missing.

This work extends the one of Castellanos et al. [6] to higher Reynolds numbers, investigat-
ing the scaling of the optimal frequency. Experiments are conducted in the Long Pipe at the
CICLoPE laboratory [7], a facility with a 0.9 m inner diameter (D) and 111.5 m length, capable
of reaching Reτ up to 50,000 (ReD = 3× 106).

The setup (Fig. 1) consists of a rectangular slot (λ × d = 25 × 1mm) jet flush-mounted to
the test section wall, pulsated via a solenoid valve triggered by a square wave. A thermally-thin
Printed Circuit Board (PCB) downstream of the jet acts as a heat-flux sensor. The heat-transfer
coefficient h and the Nusselt number Nu are computed assuming a steady-state energy balance:

h =
q′′joule − q′′rad − q′′cond

Tw − Taw
, Nu =

h×D

Kair
(1)

where q′′joule, q′′rad, and q′′cond are the heat fluxes from Joule heating, radiation, and conduction,
while Tw and Taw are the PCB and air temperatures, respectively. Heat-transfer enhancement
is quantified as Nu/Nu0, where the pedix ”0” corresponds to the unactuated case. The local
Nusselt number is spatially averaged by integrating the values over the test surface:

Nu =
1

λ× d

∫ 0.6λ

−0.6λ

∫ 40d

−0
Nu(x, z) dxdz (2)

Tests are performed at a centerline velocity of 32.5 m/s (Reτ = 31,000) and a jet velocity ratio
of 1, with pulsation frequencies between 25 and 300 Hz and duty cycles of 25%, 50%, and 75%.
Results (Fig. 2) show a peak heat-transfer enhancement at 150 Hz, which corresponds to a
Strouhal number St = 6.3. This value is normalized with the radius of the Long Pipe and with
an advection velocity equal to 10uτ . At 75% duty cycle and 150 Hz, the pulsed jet outperforms
steady jet actuation (Nu/Nu0 = 1.25), demonstrating enhanced heat transfer with reduced
mass-flow input. Further investigations will assess whether this optimal frequency scales with
turbulence parameters as a function of Reynolds number.
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Figure 1: Schematics of the experimental setup. Figure 2: Normalized average Nusselt number
versus pulsation frequency for different Duty Cy-
cle values.
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Wall-pressure measurements, Due to the relative ease of implementation compared to other
sensing strategies, offers a viable solution to flow control strategies considering also their robust
correlation to the velocity field [1]. However, measurements of turbulence pressure fluctuation
are often contaminated by acoustic noise. It is therefore important to rely on robust algorithms
to isolate turbulent pressure fluctuations from turbulence-induced fluctuations. For this purpose,
several algorithms have been proposed [4]. These algorithms have been tested with a large num-
ber of closely spaced sensors. However, in practical applications, we often rely on sparse sensor
configurations. In this paper, we apply three different noise removal strategies based on: Proper
Orthogonal Decomposition (POD)[2], harmonic POD (hPOD)[3], and conditional spectral anal-
ysis (CSA)[4] respectively and applied in a sparse sensor configuration. The reported techniques
are presented with decreasing degree of required user-input. The aim of applying these techniques
is to isolate hydrodynamic wall-pressure fluctuations, which co-exist with acoustic pressure fluc-
tuations within the raw pressure time series measured by different microphones integrated in
the wall of the CICLoPE Long Pipe [5] and depicted in Fig.1. The effectiveness of the filtering
approach is presented first by considering a set of synthetic signal designed considering a sparse
array of five different microphones capturing wall-pressure fluctuations of a turbulent pipe flow.
The techniques are then applied to a real pressure signal acquired in the CICLoPE Long Pipe
facility in a Reynolds number range of Reτ ≈ 5 000 to Reτ ≈ 50 000 and an example of fil-
tering data is shown in Fig.2. Resulting spectra of the reconstructed wall-pressure signals and
wall-pressure intensities are presented to illustrate the efficacy of the filtering methods. Results
highlight a proper scaling of both inner and outer scaled pre-multiplied power spectral densities
[6], while pressure intensities shows a slight deviation with respect to a known trend that can be
found in literature [7] and shown in Fig.3.
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Figure 1: (a) Photograph of the Long Pipe facility in the CICLoPE laboratory. (b) Photograph
of the test section at the downstream end of the Long Pipe facility. (c) Diagram illustrating the
placement of sensors (M1 to M5) on the wall and on the centreline of the pipe. (d) Schematic
displaying the design of the pinhole employed to integrate the pressure microphones.
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Figure 2: Power spectral densities of the hydro-
dynamic pressure fluctuation from microphone
M1 at Reτ = 13853: raw signal (grey), filtered
using POD (blue), filtered with harmonic POD
(light blue) and filtered using CSA (orange).
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Figure 3: inner scaled wall pressure intensity
taken as an integral of the spectra. filled black
dots, solid black line and dashed black line
refers to empirical results from [7]. Blue empty
squares represents data obtained from POD fil-
tering, light blue crosses represents data fil-
tered using harmonic POD and orange dia-
monds shows data obtained from CSA filtering
approach.
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Abstract:

Understanding airflow dynamics and aerosol deposition in lung airways is crucial for advancing
respiratory therapies. However, the complex hierarchical structure of the lung—characterized
by up to 23 generations of asymmetrically branching airways—poses significant challenges for
both numerical simulations and experimental investigations, particularly in capturing turbulent
fluctuations deep within the respiratory tract [1].

In this study, we introduce an experimental platform designed to investigate the propagation
of turbulent fluctuations in a simplified lung model. Our approach employs a planar, 3D-printed
airway geometry (inspired by Möller et al. [2]) that represents generations 5 to 7. Hot-wire
anemometry, with three probes strategically placed along the centerlines of the branches, is used
to measure the flow regimes and fluctuation characteristics simultaneously at multiple locations,
under various inlet conditions. These inlet conditions are controlled by using different ducts,
which also feature additional measurement stations. The manufacturing process using 3D print-
ing (Formlabs and Stratasys 3D printers) also includes the fabrication of custom seals for each
measurement station. To maintain Reynolds number similarity, the model is scaled 3:1 relative
to anatomical dimensions—a compromise that balances the need for accurate generation diam-
eters and achievable flow velocities. Careful calibration of the hot-wire probes is required, given
the need to account for low-velocity effects in the deepest branches.

Preliminary results indicate that, for a quasi-laminar inlet flow (an equivalent flow rate of
30 L/min at the throat), turbulence is generated after the first bifurcation (G5), while a fully
turbulent inlet flow (an equivalent flow rate of 60 L/min at the throat) induces an observable en-
ergy decay through subsequent generations (G6, G7). Notably, these findings diverge from recent
CFD predictions (LES and RANS) [3] [4], underscoring the necessity for further investigation
into the mechanisms of turbulent propagation in the lung.

This experimental platform lays the groundwork for comprehensive studies that will eventu-
ally extend the analysis from the upper airways to deeper generations, offering valuable insights
for optimizing aerosol drug delivery, and improving treatments for respiratory diseases. Addi-
tionally, the data obtained will support the tuning and validation of CFD models, ensuring more
reliable numerical predictions of airflow dynamics in lung airways.
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Abstract:

The atmospheric boundary layer is defined as the lower part of the atmosphere which interacts with
the forcings of earths surface [1]. At daytime, the warming of the lower boundary leads to rapid mixing
of the air and the evolution of the so-called convective boundary layer (CBL). With the sunset and
the transition to night time, cooling of the surface reduces vertical mixing. This results in the so-called
stable boundary layer (SBL). A typical characteristic of the SBL is weak, small-scale and intermittent
turbulence [2].

Further aspects of the SBL are: an increase in temperature with altitude, known as a temperature
inversion; a change in wind direction with altitude known as wind veer due to the predominance of Coriolis
force (Ekman spiral) and supergeostrophic wind speeds in the upper part of the boundary layer due to
decoupling from the surface, called low-level jet (LLJ) [1, 3]. In addition, the SBL can be described by
two regimes, the weakly (wSBL) and the very stable boundary layer (vSBL) [2]. The wSBL occurs usually
at higher mean wind speeds, includes weak stratification and continuous spatio-temporal turbulence [2].
In addition, coherent turbulent structures called hairpin or horseshoe vortices linked with temperature
microfronts may occur in the wSBL [4]. In opposition, the vSBL is characterized by small wind speeds,
a strongly-stratified flow and intermittent turbulence [2].

Atmospheric measurements, e.g. by LiDARs and microwave radiometers, are spatially limited. To
gain a more complete understanding of the turbulent dynamics across the entire three-dimensional domain,
our goal is to conduct numerical 3D simulations that capture the evolving turbulent flow and temperature
fields over time. While still representing small scale turbulent structures like above mentioned hairpin
vortices and temperature microfronts, the results should be obtained using a minimum of computational
resources and time. These requirements are satisfied by large-eddy simulations (LESs), which solve the
filtered Navier-Stokes equations for wind speeds and may solve in addition equations for temperature,
pressure and other scalar quantities. Eddies in the turbulent flow that exceed the filter size ∆ are
explicitly resolved. Turbulence with a characteristic length scale smaller than ∆ is parameterized by the
so called subgrid-scale (SGS) model. In general, LESs play a major role in analyzing turbulence and
transport processes in the atmospheric boundary layer (ABL) [5].

Due to the small size and weak nature of SBL turbulence, the results of SBL simulations are very
sensitive to the applied SGS model. If the model is purely dissipative (i.e. energy is transported solely
from larger to smaller scales to viscous dissipation), LES might result in an unrealistic fully laminar flow,
neglecting shear-induced turbulence completely.

Our simulation setup is the numerical flow solver EULAG (Eulerian/semi-lagrangian solver, further
information can be found in [6]). We have implemented a so-called Nonlinear Backscatter SGS model
developed by B. Kosovic (details can be found in [7]). Briefly summarized, the inclusion of higher order
moments of the strain-rate and rotation-rate tensor leads to energy transport from smaller to larger scales
(“energy backscattering”).

With EULAG and the Nonlinear Backscatter SGS model we are able to investigate the vSBL and
the wSBL and to which extend coherent vortical structures and temperature microfronts are observable
in these regimes. The results of these investigations will be presented in our talk. A first view of the
simulated wind speed and temperature fields of the wSBL is visible in Figure 1.
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Figure 1: Results of an LES of a weakly stable boundary layer simulations with a grid size of 2 m
after 9 hours of simulation time. Boundary and initial conditions are similar to the GABLS1
benchmark case (see [8]). Top: xz-slice of the total wind speed with a visible LLJ. Bottom:
xy-slice of the potential temperature deviation from the ambient temperature field with visible
microfronts.
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Abstract:
Turbulent boundary layers (TBLs) subjected to pressure gradients (PGs) are highly influenced by flow
history and local boundary conditions, leading to complex dynamics that deviate from classical equilib-
rium assumptions. Research has shown that the development of TBLs is not solely determined by local
parameters such as the Clauser pressure gradient parameter (β) [3], but also by the cumulative effects of
upstream flow conditions. Non-equilibrium TBLs exhibit distinct inner and outer layer responses to PG
variations, with rapid changes in β creating history effects that alter shear stress levels and turbulence
statistics, even when mean velocity profiles appear self-similar.

Studies using large-eddy simulations (LES) and experimental investigations have demonstrated that
non-uniform pressure gradient distributions weaken the wake region and alter the outer peak in streamwise
velocity fluctuations. This indicates that local β alone is insufficient to characterize turbulence in non-
equilibrium flows. Instead, additional parameters are needed to capture the influence of flow history
accurately. Moreover, pressure gradient histories influence integral quantities such as momentum and
displacement thickness, leading to lagged responses in the boundary layer evolution, which must be
incorporated into predictive models.

To address these challenges, models such as those developed by (author?) [4] have attempted to define
a universal parameter space for predicting TBL evolution under PGs. These models rely on similarity
laws and momentum integral equations to capture the streamwise development of the boundary layer.
However, experimental and numerical studies have shown that strong pressure gradients disrupt classical
log-law formulations and alter the wake structure of the mean velocity profile. Recent work by (author?)
[1] has sought to simplify these models by reducing their complexity into a single first-order equation,
making them more practical for applications in engineering and experimental setups.

Building on these advancements, the present study proposes a data-driven approach to improve the
predictive capabilities of TBL evolution under pressure gradients. Experiments are carried out in a
smooth-wall turbulent boundary layer (Reτ ≥ 3500) subjected to different pressure gradient (PG) histo-
ries. Oil-film interferometry (OFI) is used to measure the skin friction evolution over the entire history
while wide-field particle image velocimetry (PIV) captures the mean flowfield. This data is used to demon-
strate the influence of PG history on skin-friction as well as other integral quantities such as displacement
(δ∗) and momentum thickness (θ). Based on observations from the data, a new set of ordinary differential
equations (ODEs) are proposed to model the streamwise evolution of a turbulent boundary layer (TBL)
subjected to different pressure gradient histories. The model is calibrated using limited number of exper-
imental cases and its utility is demonstrated on other cases. Moreover, the model is applied to data from
large-eddy simulations (LES) of flows in adverse pressure gradient (APG) conditions [2]. The model is
subsequently used to identify the impact of pressure gradient history length on the boundary layer. This
can also be interpreted as determining the spatial frequency response of the boundary layer to pressure
gradient disturbances. Results suggest that short spatial variations in pressure gradients primarily affect
a small portion of the TBL evolution, whereas longer-lasting ones have a more extensive impact.
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Figure 1: Wall shear stress measurements: gradients of gray from light to dark, AOA = 8◦, 4◦,
0◦, −4◦, −8◦; light-red box, region below the airfoil at AOA=0◦; U∞,0, free-stream velocity as
x0; uτ , friction velocity.

Figure 2: Measured Clauser parameter of the TBLs developing underneath the wing: β vs x/δ∗0 ;
light-red box, region below the airfoil at AOA=0◦; gradients of gray from light to dark, AOA =
8◦, 4◦, 0◦, −4◦, −8◦.
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