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Invited talk Modeling wall-bounded turbulent flows: a search for structure in 
chaos.  
Dennice Gayme (Johns Hopkins University, USA)   page 20 
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Boundary layer modification with travelling surface waves generated by ka-
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Event-based imaging for visualization and measurement of turbulent flows. 
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Effects of anisotropy on the geometry of tracer particle trajectories in turbulent 
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Augmenting PIV temporal resolution via semi-Lagrangian estimation of velocity 
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CICLoPE a Discriminating Facility for Wall-Bounded Turbulence 
and Recent Lessons from Experiments-Asymptotics-Computation 

 
Hassan M. Nagib 

Illinois Tech (IIT), Chicago, IL 60616, USA 
 

and 
 

Peter A. Monkewitz 
Swiss Federal Institute of Technology Lausanne (EPFL), CH-1015 Lausanne, Switzerland 

 
 

Utilizing the three-pronged approach of experimental measurements, computational 
results (DNS) and matched asymptotic analysis, we have reexamined the three 
canonical wall-bounded turbulent flows of pipe, channel and zero pressure gradient 
boundary layer.  Detailed and systematic study confirmed the non-universality of the 
Kármán ‘constant’ (k ) reported in 2008 by Nagib, H. M. & Chauhan, K. A. “Variations 
of von Kármán coefficient in canonical flows.” Phys. Fluids 20, 101518. The new 
matching approach also revealed an inner-outer overlap consisting of a superposition 
of log-law and a linear term, see P. Monkewitz and H. Nagib “The hunt for the Kármán 
‘constant’ Revisited” Submitted to J. Fluid Mech., (2023).  A similar linear term was 
suggested by Afzal & Yajnik, J. Fluid Mech. (1973 & 1970) and Luchini (2017) Phys. 
Rev. Lett. 118, 224501. In our results, we find that the coefficients of both terms are 
dependent on the pressure gradient of the flow. A new and robust method is devised 
to simultaneously determine the coefficients of the log and linear terms, in pressure 
driven flows at currently accessible Reynolds numbers, and yields k ’s which are 
consistent with the k ’s deduced from the Reynolds number dependence of centerline 
velocities. 
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A newly established laboratory and theoretical
framework for non-equilibrium turbulence studies

Clara M. Velte1, Azur Hodžić1, Haim Abitan1, Peder J. Olesen1, Martin Schiødt1, Simon L.
Ribergaard1 and Yisheng Zhang1

1 Dept. of Civil and Mechanical Engineering, Technical University of Denmark, Kgs. Lyngby, Denmark

key-words: Non-equilibrium turbulence, Experiments, Theory

Abstract: The cornerstone assumption of equilibrium of the small and intermediate scales in the classical
view of turbulence (K41 - the combined efforts of Kolmogorov, Batchelor and Richardson) is under ever
increased scrutiny. Although the theory based models do appear to apply well to some flows, there
exist many important flows that are problematic for K41-based turbulence models. In particular, it is
interesting to note that the most challenging applications appear to have one thing in common - rapid
changes of the flow in the mean in time and/or space.

It is thus interesting to investigate what the potential bounds of validity of the classical K41 view of
turbulence are, if any. And if the K41-view does indeed break down, what are the mechanisms that lead to
non-equilibrium turbulence behavior (local vs. nonlocal)? Does the non-linear energy exchange between
scales divert from the classically assumed Richardson cascade? And is the constancy of the spectral flux
across the inertial range interrupted?

The experimental facility: To try to answer these questions, a new facility for studying non-equilibrium
turbulence in a controlled setting has been established at the Department of Civil and Mechanical En-
gineering at the Technical University of Denmark, see Figure 1. The experiments are challenging and
have required in-house development of optical solutions, including improved high-power LEDs, in-house
designed Scheimpflug camera mounts and dedicated optics to improve laser based light budgets.

The round turbulent jet has been chosen as the test bed for several reasons, among the central ones
being that the jet is near equilibrium when stationary and that it can be pushed out of equilibrium in
a practical, reproducible and arbitrary manner. The scales are also sufficiently large and slow that the
smallest relevant (dissipative) scales can be resolved. Further, the global development of the jet can be
measured since the round turbulent jet evolves over practical distances.

Although we are pushing the limits for what can be measured with currently available technology, the
experiments had to be divided up into two separate ones: Direct measurement of the full and instanta-
neous dissipation rate are carried out to quantify the degree of non-equilibrium of the modulated jet flow.
And global measurements of the jet in four dimensions are used to decompose the energetic and inertial
range of the flow field into waves to analyze whether non-stationarity triggers different (non-local) non-
linear interactions than the classical Richardson cascade, see e.g. Figure 2. Both experiments are based on
particle tracking velocimetry (PTV). The two jets for the two separate experiments can be seen in Figure 3.

Theory framework: Equally important as the physical lab facilities is the developed theoretical frame-
work that enables robust analysis of the acquired measurements. Since we do not benefit from periodicity
in all four dimensions, the proper orthogonal decomposition (POD) is implemented rather than Fourier
modes [1]. We have developed tools that enable POD to be applied to e.g. non-stationary flows (Phase-
POD) [2], Lagrangian particle trajectories (ParticlePOD) [3] and using the dissipation rate based POD
modes as a basis rather than the classical turbulent kinetic energy based POD (DissipationPOD) [4].

The rationale behind the experiments, the theoretical methods developed to analyze the measurements
and initial results will be discussed. More details of the individual setups, optical developments and
analysis method developments will be further detailed in separate contributions of other group members
of the DTU Turbulence Research Laboratory during the meeting.
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Figure 1: Left test cell: Direct measurements of the instantaneous dissipation rate. Middle cell:
Control room. Right cell: Global measurements of the four-dimensional turbulent jet dynamics.

Figure 2: (Left) Local interactions (Richardson
cascade) vs. (Right) example of non-local inter-
actions.

Figure 3: Left jet: Large jet for producing large
and slow scales for measurement of the instan-
taneous dissipation rate. Right jet: Small jet for
producing a flow that can be measured globally to
study modal interactions.
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Multiscale dynamics in turbulent wakes
Neelakash Biswas 1, Oliver R. H. Buxton 2

1 Department of Aeronautics, Imperial College London, London, UK

key-words: Wakes, Multiscale Flows

Abstract:
Real life flows are often multiscale in nature, where multiple length/time scales can be present simultane-
ously. The simplest possible example of such a flow is two cylinders of different diameters placed side by
side in a way they produce individual vortex streets of different characteristic frequencies. On the other
hand a more complicated example could be a wind turbine where multiple length/time scales are shed into
the flow from the blades, nacelle, tower etc. A schematic of the first example is shown in fig. 1(a) where
the larger cylinder (called the main cylinder) is accompanied by a smaller cylinder (called the control
rod). In such a multiscale system, apart from the sheddings from the two cylinders (denoted by fm and
fc), new frequencies are observed which correspond to the addition and subtraction of the two shedding
frequencies (fc ± fm) (see fig. 1(b)). The origin of these frequencies can be understood by studying the
energy budgets for each of the various coherent modes, which was developed by Baj and Buxton [2017].
The coherent energy budget (k̃l) equation can be represented in a symbolic form as

∂k̃l
∂t

= −C̃l + P̃l − P̂l +
(
T̃+
l − T̃−

l

)
− ϵ̃l + D̃l (1)

In equation 1, the source terms on the right hand side consists of convection (C̄l), production from
mean flow (P̃l), production of stochastic turbulent kinetic energy (P̂l), triadic energy production (T̃+

l −
T̃−
l ), dissipation (ϵ̃l) and diffusion (D̃l). The sheddings of the two cylinders were found to be energised by

the mean flow (through the P̃l term), however, the two new frequencies were found to be formed through
non-linear interaction (through the T̃+

l − T̃−
l term) between the sheddings of the two wake generating

bodies [Biswas et al., 2022]. For a wind turbine the scenario becomes much more complex due to inherent
three-dimensionality and the presence of many more coherent structures, simultaneously. We conducted
Particle Image Velocimetry (PIV) experiments on a small-scale wind turbine consisting of a nacelle and
a tower, mimicking a real scale wind turbine. Fig. 2 shows instantaneous vorticity fields at two different
planes for tip speed ratio λ = 6 (λ = ωR/U∞, where R is the turbine radius, ω is the rotational speed,
and U∞ is the free stream velocity). An array of tip vortices could be seen along the outer edge of the
wake (y/D ≈ 0.5, z/D ≈ ±0.5). The flow field behind the tower, however, is more turbulent and chaotic
due to the interaction between the tip vortices and the tower’s vortex shedding. Frequency spectra are
obtained at the points shown by the + signs and shown in fig. 3(a-b) and fig. 3(c-d) for the xy and xz
planes respectively. A number of frequencies could be observed in different regions of the flow, including
the blade passing frequency (3fr), rotor frequency (fr) and their harmonics, nacelle shedding frequency
(fn), wake meandering frequency (fwm) etc. Understanding the energy exchanges to and from these
frequencies can be critical in developing a better understanding of the spatio-temporal development of
wind-turbine wakes. Fig. 4 shows the energy budget terms for fr, 3fr and their harmonics. The different
sectors correspond to the different terms in equation 1. The radial lengths of the sectors represent the
relative contribution of the different terms in logarithmic scale and the red and blue colors represent loss
and gain of energy respectively. Note that some of the modes are energised by the mean flow while some
are entirely energised by non-linearity, a scenario qualitatively similar to that observed in the simplified
example containing two cylinders (fig. 1(a)). In addition, there are also some modes which are energised
by both production from mean flow and non-linearity and some solely due to convection.
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Figure 1: (a) Schematic of a multiscale system consisting of a main cylinder and a control rod.
(b) Frequency spectrum obtained at the point shown by + sign.

Figure 2: Instantaneous vorticity field of a wind turbine wake in (a) the xy(z = 0) plane and (b)
the xz(y = 0) plane for λ = 6. For sub figure (a), the top (y > 0) and bottom (y < 0) parts of
the field of view correspond to two non-synchronous experiments.

Figure 3: (a-b) Frequency spectra obtained at the points shown by + sign in fig. 2(a). Sub
figures (c-d) show the same for fig. 2(b).

Figure 4: Different energy budget terms for the frequencies fr - 6fr. A red sector denotes loss
of energy while a blue sector denotes gain of energy. The dashed lines represent magnitudes of
energy in logarithmic scale as shown in the right most sub figure. T̃+

l − T̃−
l is represented in

short by T̃l.
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Abstract:
An understanding of the physical mechanisms that support turbulence in turbulent boundary layers
(TBL) with adverse pressure gradients (APG) can better aid modelling and control efforts in realistic
aerodynamic applications. The resolvent analysis framework identifies an equation-based scale-dependent
decomposition of the Navier-Stokes operator, linearized about the mean flow field [1]. The outputs of
this analysis are two orthonormal bases that represent the most amplified forcing modes and their cor-
responding response modes, each ranked by their respective linear gain. This linear analysis has been
shown to predict key features of energetic motions in shear driven turbulence. We exploit biglobal re-
solvent analysis to account for nonparallel effects in the TBL and parameterize the analysis with only a
spanwise wavenumber, kz, and temporal frequency, ω. As such, the biglobal forcing and response modes
are resolved in the streamwise and wall-normal directions. Due to the large computational costs of the
matrix operations in resolvent analysis, methods will be discussed that can efficiently compute the linear
amplification and enable the parameter sweeps required for this study.

The results from biglobal resolvent analysis are used to compare the linear amplification of the flat
plate APGTBL at low Reynolds number, obtained using mean flow fields from a database of large eddy
simulations [2], with the LES statistics. The domain of interest is 40δ99 long in each dataset. The four
mean flow fields have increasing APG strength, measured by the Clauser parameter, β. From a sweep
over kz and ω, a near wall peak and a secondary large-scale outer-layer peak are identified from the linear
amplification and leading response mode in the APGTBL, as illustrated in figure 1. The secondary peak
becomes more amplified with increasing APG strength. In contrast, the linear amplification of the zero
pressure gradient TBL exhibits only the near wall peak for the same Reynolds number. The behavior
of the linear amplification is shown to be consistent with observations in APGTBL simulations, where
the premultiplied streamwise energy spectra identify large-scale outer-layer peaks that become energized
with increased APG strength [3] and a secondary peak in the streamwise fluctuations [2]. The linear
amplification in the outer region is then explained with scaling arguments and implications for modeling
the APGTBL are discussed.
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Abstract:
We investigate the role of laminar/turbulent interface in the interscale energy transfer in a
boundary layer undergoing bypass transition, with the aid of the Karman-Howarth-Monin-Hill
(KHMH) equation. A local binary indicator function, τ(X,Y, Z), is used to detect the interface
and employed subsequently to define two-point intermittencies. These intermittencies are used
to perform conditional averaging and decompose the energy fluxes into different components that
depend on the local conditions at the two points used to define the flux; the points are both within
a laminar region (LL events) or a turbulent spot (TT evens) or straddle the laminar/turbulent
interface (LT or TL events). The flux terms are evaluated numerically directly in the scale space
because conditional averaging does not commute with the spatial derivative operator.

We find that the inverse cascade in the streamwise direction reported in [1] arises due to
events across the downstream or upstream interfaces of a turbulent spot. However, the three-
dimensional energy flux maps reveal significant differences between these two regions: in the
downstream interface, inverse cascade is stronger and dominant over a larger range of streamwise
and spanwise separations, see figure 1. We explain this finding by considering a propagating spot
of simplified shape as it crosses a fixed streamwise location.

We derive also the conditionally-averaged KHMH equation, thus generalising similar equa-
tions for single-point statistics to two-point statistics. We compare the three-dimensional maps
of the conditionally-averaged production and total energy flux within turbulent spots against
the maps of standard-averaged quantities within the fully turbulent region. The results indicate
remarkable dynamical similarities between turbulent spots and the fully turbulent region for
two-point statistics. This has been known only for single-point quantities, but the present work
demonstrates that the similarity extends to two-point quantities as well.

The conditional averaging approach for two-point statistics that we propose can be applied
to other flow configurations that exhibit sharp interfaces, such as wakes and jets, where a
turbulent/non-turbulent interface separates the irrotational and vortical regions. The approach
can be use to answer important questions, for example, do the conditionally-averaged two-point
statistics exhibit self-similarity? How does this develop as the jet/wake expands?

References
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Figure 1: Stream-tubes of (a) the total flux vector (ϕr1 , ϕr3 , ϕs2), (b) the standard-
averaged non-linear flux vector
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Abstract: 
Large-scale coherent structures are known to dominate the nature of wall-bounded turbulent flows and 
have major contributions to transport properties. One of the key aspects which contributes to a deeper 
understanding of dynamics of such structures, is to clarify what they feed on and how their 
regeneration mechanism works.  Aiming at answering these questions, we investigate and quantify 
contribution of large-scale structures to streamwise and azimuthal energy spectra and to production and 
dissipation of turbulent kinetic energy. 
 
In order to analyse the kinematic properties of the structures in the absence of smaller scale structures 
and instabilities, data driven methods are potential candidates. Since interaction between the modes are 
to be studied, the implemented decomposition should not impose orthogonality in subspaces where the 
modes are detected. On the other hand, given the transport dominated nature of structures, standard 
decomposition methods such as Dynamic Mode Decomposition (DMD) will fail to reconstruct a 
reduced-order model of the flow with a minimal number of modes. The same fact will lead to 
inaccurate estimation of decay rates and frequencies for such motions. 
 
To overcome the mentioned obstacle, we have developed a Characteristic Dynamic Mode 
Decomposition (CDMD) [1] and have addressed how the subspaces can be identified to capture 
transport dominated structures (Sesterhenn & Shahirpour 20191). Hereby, a temporal sequence of state 
vectors from DNS or time-resolved measurements, are transformed such that persistent dynamical 
modes are found on a hypersurface traveling along its normal in space and time on a moving frame of 
reference. A subset of the spatio-temporal modes is selected so that their reconstruction optimally 
represents the spectral peak in premultiplied energy spectra in physical space. The latter modes form a 
subspace which accommodates large-scale features of the flow. DMD spectrum, mode coefficients and 
kinetic energy of the modes are then used to detect further subspaces interacting with each other and 
with the coherent structures.  
 
Reconstruction of each subspace along the normal to the hypersurface and transforming them back to 
physical space gives the low rank model of the flow [Figures 1-4]. Once the coherent and incoherent 
parts of the flow are extracted in the corresponding subspaces, their contributions to energy spectrum, 
turbulent kinetic energy production, viscous dissipation, viscous diffusion and turbulent velocity 
diffusion are determined. 
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Figure 2: Subspace 1 using 4 CDMD modes 

  
Figure 3: Subspace 2. Figure 4: Subspace 3. 
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Abstract:

Of the many scales of motion that compose wall-bounded turbulence, those scaling with the channel
half-height h (or equivalently the boundary layer thickness δ, depending on the flow configuration) appear
to be naturally amplified by the flow [1, 2]; this is in line with the prediction of Townsend [3] that a
specific range of motions with spanwise wavelengths of order δ and smaller than 4δ should be able to
self-sustain longer than any other scale. To shed light on the subject, we numerically investigate the time
scales needed for the decay and formation of flow patterns of different sizes produced by a lateral wall
shear stress variation. The statistically evolving setting explored here permits the analysis of the physical
mechanisms driving the transient state.

Streamwise-elongated strips of width s of smooth or rough wall alternating in the spanwise direction
are modelled through a spanwise slip length [4] applied to the walls of a turbulent channel flow. This
configuration is known to produce secondary motions of spanwise period 2s [5]. With this numerical
setup, we first produce a set of statistically steady simulations at a friction Reynolds number Reτ = 180
with values of s/h ranging from 0.125 to 3 (in addition to a simulation with smooth walls); these are
used to spectrally identify the secondary motions, which mainly excite the streamwise-invariant Fourier
mode of spanwise wavelength 2s, as well as its shorter spanwise harmonics. As can be seen from figure 1,
the relative magnitude of the harmonics with respect to the dominant mode increases with increasing s;
motions with larger spanwise wavelength λz have a larger wall-normal extent, with the notable exception
of the harmonic λz/h = 6 for the s/h = 3 case being confined at the wall. This exception reinforces the
conjecture of Townsend that the flow favours a specific range of scales of size ∼ 1h.

Having identified the Fourier modes that mainly contribute to the secondary motions, their evolution
in time is tracked and ensemble-averaged across multiple statistically instationary simulations. For in-
stance, to study the decay of a secondary motion of given spanwise period, the initial condition is picked
from the steady simulation with the corresponding roughness pattern; the spanwise alternating slip is
then deactivated and the flow evolves in presence of smooth walls. This is repeated for a set of statis-
tically independent initial conditions referring to the same steady state, so that the time evolution of
the secondary motion can be ensemble-averaged. Preliminary results are shown in figure 2, plotting the
ensemble-averaged time evolution of the norm of the dominant Fourier mode of the secondary motions
for selected values of s. The duration of the transient increases with increasing s and appears to saturate
around a value of 1 h/uτ (where uτ is the friction velocity) for high enough values of s. Once again, this
deviation from the monotonic behaviour constitutes evidence in favour of Townsend’s conjecture.

Finally, statistics of the initial fields conditioned on the duration of the resulting transient are collected
in an attempt to explain the fluctuations in its duration. Moreover, we compute the ensemble-averaged
budget equation [6] for the mean streamwise vorticity of the flow, so to shed light on which physical
mechanisms drive the formation of secondary flows.
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Figure 1: power spectral density ϕ+
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component of the time, streamwise and phase averaged dispersive motion at a steady state,
scaled in viscous units as indicated by the superscript (·)+; s/h = 0.25 (a), s/h = 1 (b), s/h = 3
(c). The spanwise mean is removed from the signal prior to the Fourier transform; κz represents
the spanwise wavenumber and λz the corresponding wavelength, y the wall-normal distance.
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Abstract:

Three-dimensional wake transition behind an oscillating foil with combined heaving and pitching
motion is numerically evaluated at a range of chord-based Strouhal number (0.32 ≤ Stc ≤ 0.64) and
phase offset (90◦ ≤ φ ≤ 270◦), at Re = 8000. The range of φ coincides with a transition of kinematics
from heave- to pitch-dominated motion. The association of spanwise instabilities on the leading edge
vortex (LEV ) and the growth of secondary hairpin structures was established recently at Stc = 0.32
[2]. Particularly, the heave-dominated motion at φ = 90◦ and 180◦ exhibited the growth of large-scale
spanwise hairpin structures in the wake, whose origins were attributed to an elliptic or core instability
mechanism of an unequal strength counter-rotating roller pair [1, 3]. This mechanism promoted a core
vorticity outflux from either the weak secondary LEV or an evolving trailing edge structure (TEV ) that
paired with the primary LEV [2].

It was evident that for the range of φ and Stc(=0.32) assessed above, the primary LEV does not
encounter a strong strain field intensity from the streamwise hairpin legs. Thus, it fails to reveal dominant
vortex dislocation features and LEV bending, while advecting downstream [2]. Further, the evolution of
rib pairs in the wake was only governed by the elongation and tearing of secondary hairpin heads due to
shear straining in the braid region [5]. Here, we expand on the effect of increasing Stc, which highlights
an additional novel mechanism that promotes the growth of a supplementary hairpin and rib system.
These dominant large scale structures evolve in conjunction with the secondary hairpin arrangement
discussed at Stc = 0.32. The supplementary hairpin system forms through the substantial bending of the
primary LEV , which occur due to a strong strain field intensity of pre-existing hairpins. These structures
further possess an increased circulation strength at higher Stc. The evolution mechanism is initially
characterized by a dual arch configuration of primary LEV (noticeable at Stc >0.40), which transforms
into a spanwise configuration of horseshoe vortical structures. The continued elongation and straining of
horseshoe legs creates an additional hairpin, followed by a rib pair, that co-exist and elongate with the
rib pairs characterized at lower Stc. Analysis of frequency signature and growth rates associated with
the individual hairpin and rib systems is still under evaluation, which will quantitatively characterize the
onset of three-dimensional transition to turbulence in oscillating shear flows.
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Figure 1: Vortical structures (identified using λ2-criterion) in the wake at φ =90◦ and
(a)Stc =0.32, (b)Stc =0.40, (c)Stc =0.48 and (d)Stc =0.56. Wake at Stc =0.32 is charac-
terized by single system of ribs (R1 or R1′) from two consecutive shedding cycle. Increasing
Stc to 0.40 depicts bending of primary roller to form a horseshoe structure marked HS1′. This
structure evolves along with preexisting ribs. At Stc =0.48 and 0.56, a horseshoe arrangement
evolving via primary LEV bending, and dual rib system is observed in the downstream wake.
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Abstract:

The Karman-Howarth-Monin-Hill (KHMH) equation [1] is applied for analyzing spatial subsets of DNS
data from homogeneous isotropic turbulence at Taylor-scale Reynolds number = 1300, to characterize
local forward and inverse energy cascades statistically. The local cascade rate is computed at any given
physical location and is identified using a spherical surface integration in length-scale space of the triple
velocity difference term appearing in the KHMH equation. Under global averaging, this term is related
to the mean rate of dissipation by a factor of −4/5 as in the classic formulation of the 4/5th law. When
evaluated using conditional averaging based on the locally averaged dissipation rate εr, our results show
that it equals the locally averaged dissipation rate, representing a conditionally averaged version of the
−4/3 law. The result confirms Kolmogorov’s refined similarity hypothesis [2] (KRSH) for these particular
conditional statistics.

We further explore the reverse conditioning of terms in the KHMH equation based on the local
cascade rate. Dimensional reasoning would imply that the conditional averaged dissipation should equal
the prescribed value of the cascade rate. However, results show that when conditioning on the cascade
rate, significant disagreements with the ‘inverse -4/3 law’ are obtained. We trace the discrepancy to the
conditional averages of the unsteady and pressure contributions appearing in the KHMH. For this analysis
we use data at lower Reynolds number Reλ = 430, for which the entire time evolution is available.

To further improve our understanding of the energy cascade process, we explore the relationship
between the local cascade rate and the filtered strain and rotation rates. Using joint conditional averaging
of the local cascade rate based on both strain-rate and rotation rate square magnitude (see figure 1), we
find strong positive correlation with the rate of strain at large scales, as expected. We also detect locally
inverse cascade events in which the conditionally averaged cascade rate is negative. However, such events
only occur when both the large-scale rotation rate is unusually strong and the strain rate is very weak.
Comparisons are shown with the spatial filtering approach commonly used in Large Eddy Simulations,
in which the cascade rate is usually called the subgrid-scale (SGS) rate of dissipation. We find that the
joint conditional averaging yields significantly weaker trends of inverse cascade (negative conditionally
averaged SGS dissipation or backscatter). Results shed new light onto the cascade process in isotropic
turbulence

For these analyses, we use recent updates made to the JHTDB (Johns Hopkins Turbulence Databases
[3]) data access and analysis tools. JHTDB has been operating for over a decade and has led to hundreds
of peer-reviewed articles on turbulence. A new set of data access tools based on Jupyter notebooks has
been developed that enable direct access to subsets of the data continuing the “virtual sensors” concept.
The new notebooks provide fast and stable operation on the existing turbulence data sets while enabling
user-programmable, server-side computations. To date, the new data access tools have been tested on the
high Reynolds number, forced isotropic turbulence data set at a Taylor microscope Reynolds number of
Reλ = 1, 300 [4].
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Figure 1: Conditional average of cascade rates at three different scales, conditioned on square
strain-rate and rotation rate spherically filtered at those scales. Panels (a), (b), (c) correspond
to the cascade rate based on velocity increments according to the KHMH equation, 〈Fr|S2

r ,Ω
2
r〉

while (d), (e), (f) show the subgrid-scale “dissipation” in the filtering approach, 〈Πr|S2
r ,Ω

2
r〉. The

three scales are r = 30η, 45η, 60η, where η is the Kolmogorov scale. The red region represents
positive Fr, i.e., local forward energy cascade.The blue region represents negative Fr, i.e., local
inverse energy cascade.
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Abstract: 
The prevalence of streamwise coherent motions and their role in energy growth, momentum transfer 
and the self-sustaining processes underlying wall-bounded turbulent flow has motivated the 
development of reduced order representations that emphasize streamwise coherent motion. In the 
restricted nonlinear (RNL) modeling framework this emphasis takes the form of a decomposition of the 
flow dynamics into a large-scale streamwise constant mean flow and perturbations about this mean. 
Order reduction is achieved through a restriction of the nonlinear interactions to those contributing to 
the large-scale mean. This approach has proven successful in generating self-sustaining turbulent 
activity with low order statistics and structural features consistent with moderate Reynolds number 
wall-bounded turbulence at vastly reduced computational costs. In this talk we discuss the relationship 
between RNL scale interactions and turbulent energy transport. We then employ a RNL Large Eddy 
Simulation (RNL-LES) model to investigate interactions between large- and small-scale motions in 
flow over strip-type roughness. In particular, we exploit the simplified RNL setting to highlight the 
role of large- and small-scale motions in the generation of secondary flow and their relationship to 
large-scale meandering.  
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Abstract:
The Quasi-Steady-Quasi-Homogeneous (QSQH) theory of scale interaction in near-wall turbu-
lence (see[1] and references therein) predicts, with various degree of accuracy, the near-wall tur-
bulent flow properties related to the modulation of the flow in the buffer layer by the large-scale
motions. It also gives a theoretical derivation of the predictive inner-outer model of turbulent
statistics [2] and explicit expressions for the superposition and modulation coefficients in that
model. However, using the QSQH theory requires a substantial amount of analytic work. We
will present a publicly available computational tool that makes application of the theory easy.

In a nutshell, the QSQH theory presumes that the near-wall turbulence adjusts itself to
the large-scale component of the wall friction. It replaces the friction velocity uτ with the
large-scale friction velocity uτL(t, x, z) in the classical formula u = uτu

+(t+, x+, y+, z+). Here,
t+ = tu2τ/ν, (x+, y+z+) = (x, y, z)uτ/ν, uτ =

√
τ̄ /ρ, and all symbols have their traditional

meaning. The large-scale friction velocity uτL(t, x, z) =
√
τL(t, x, z)/ρ, where τL(t, x, z) is the

large-scale component of the wall friction, which can be obtained by applying a large-scale filter
to the total wall friction. The classical formula is thus replaced by

u = uτL ũ(t̃, x̃, ỹ, z̃), t̃ = tu2τL/ν, (x̃, ỹ, z̃) = (x, y, z)uτL/ν. (1)

The classical formulation implies that u+(t+, x+, y+, z+) is universal, that is that its statistical
properties are the same for all flows satisfying a certain set of conditions, including a high
Reynolds number and a smooth wall. Instead, the QSQH theory implies that under the same
conditions ũ(t̃, x̃, ỹ, z̃) is universal. Since the large-scale motions propeties are not universal in
wall (that is +) units, predictions based on (1) and the classical universality differ.

Universality of ũ(t̃, x̃, ỹ, z̃) allows to make predictions of any property of a flow, which we will
call a target flow, given a limited information on this flow and a complete information on another
flow, which we will call the base flow. This can be done in two steps. First, the large-scale filter
is applied to the base flow wall friction, giving uτL of that flow. Then (1) is used to find the
universal ũ(t̃, x̃, ỹ, z̃). In the second step, the same large-scale filter is applied to the skin friction
field of the target flow to obtain uτL of the target flow, and then the target flow statistics are
obtained from (1) with the target flow uτL and the universal ũ(t̃, x̃, ỹ, z̃) from the base flow.

The large-scale wall friction varies with time and space both in magnitude and direction,
and (1) has to be modified to take into account the direction fluctuations. This is particularly
important for predictions related to the spanwise velocity [1]. Our tool uses the 3D formulation
of [1]. We use the channel flow at Reτ = 5200 [3] (data obtained from the JHTDB at http:

//turbulence.pha.jhu.edu) as the base flow. The large-scale filter is a Fourier cut-off filter
with the cut-offs in wall-parallel directions. The first step was done separately. The tool database
contains two universal velocity fields based on two pairs of Fourier cut-offs, allowing users to test
the effects of the choice of the filter on the predictions by the tool. The user should supply a
representative snapshot of the skin friction of the target flow. The output of the tool is a file
containing a large number of samples of the (vector) velocity field as a function of the wall-
normal coordinate. Then the user can calculate the desired statistics of the target flow by a
straightforward averaging of these data. Examples of the use of the tool will be presented.
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Abstract:
Turbulent wall-bounded flows can be interpreted as a cluster of recurrent patterns of energy-
containing eddies (energy-eddies) [1]. These energy-eddies carry most of the momentum and
kinetic energy and are considered to be the elementary structures capable of explaining how
momentum and kinetic energy redistribute in wall-bounded turbulence. Understanding the dy-
namics of the energy-eddies, their precise origin and their interactions has attracted immense
interest and posed a significant challenge for many years. The current consensus on energy-
eddies in the near-wall region is that they are involved in a temporal self-sustaining cycle, which
describes the interaction between the streaks and vortices [2, 3, 4]. In the present work, we
study the inter-scale energy transfer in incompressible zero-pressure-gradient turbulent bound-
ary layers (ZPG-TBL) by examining the turbulent kinetic energy (TKE) and the Reynolds shear
stress transport using the spectral spanwise decomposition introduced by [5] for plane Couette
flows. Our aim is to get insight into the inter-scale energy transfer and its association with the
self-sustaining cycle of energy-eddies in boundary layers. A preliminary analysis is carried out
using the direct numerical simulation (DNS) database of the ZPG-TBL in [6] with a Reynolds
number based on momentum thickness reaching up to Reθ ≈ 4000. From the spectral analysis
of the TKE transport we observe the separation between energy-eddies and cascading eddies
at λz ≈ 3y and we capture the inverse energy cascade that takes place in the near-wall region
in agreement with previous studies in channels [7, 8] and boundary layers [9]. Our preliminary
study reveals that more DNS fields are required to conduct the spectral analysis of the inter-
scale energy transport. We have resumed the TBL-DNS and 3 eddy-turnovers are being collected
weekly. We will report results based on the extended DNS database.
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Figure 1: Pre-multiplied spanwise spectra of the TKE transport as function of the wall-distance
at Reθ = 3450 normalized by the maximum value. Red represents energy gain and blue energy
lost. The dashed line is at λ+z = 3y+.
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Abstract:

Research into the effects of pressure gradients on turbulent boundary layers (TBL) has en-
dured for decades. These studies are typically conducted over flat plates with downstream
blockage or over simple ramp geometries to provide a constant pressure gradient. However, in
real world applications, such as aerodynamic vehicles, the TBL is typically subjected to varying
pressure gradients and a changing curvature. In an effort to study these effects, the TBL over
an axisymmetric body of revolution geometry has been measured using high-speed PIV. Specif-
ically, the aim is to study how the large-scale motions develop and evolve along the geometry.
Ultimately, a better understanding of the mechanisms can lead to improved vehicle performance.

The geometry used in this study is shown in figure 1, together with the measured axial
pressure distribution and TBL measurement locations. Here, U∞ is the incoming free-stream
velocity, x is the axial direction, z is the vertical direction, L (= 2 m) is the hull length, and Cp is
the coefficient of pressure. All tests were conducted in a large wind tunnel with the model tested
at zero incidence and a freestream velocity of 28.8 m/s. The TBL parameters are summarised in
table 1. Using a slender laser sheet, the high-speed PIV as described in [1], enabled near time-
resolved repetition rates (up to 80 kHz) with time series and spatial data from which scale (or
frequency) dependent convection velocities were determined. At each wall height the phase angle
of the cross spectrum between streamwise separated locations was used to determine the scale-
dependent convection velocities. Further, as per [2], the gradient from a linear fit of the phase
across a range of streamwise locations was used to increase the accuracy of the measurement.

In figure 2, the convection velocity normalised by the local mean streamwise velocity (Uc/Um)
is presented as a function of wavelength and wall distance (where + indicates normalisation by
inner viscous units). At x/L = 0.449, where the pressure gradient is nominally zero, the results
appear qualitatively consistent with the literature. At x/L = 0.650 and 0.700, the pressure
gradient is favourable, similar contour results are shown, except for slightly faster convection
velocities for the very large wavelengths (λx/δ > 3). These higher levels also extend further into
the outer layer. At x/L = 0.800, the adverse pressure gradient and increased curvature results
in a marked increase in the convection velocities for all wavelengths, across the entire TBL. The
full paper will present further analysis and insights into the flow physics.

measurement location x/L 0.449 0.650 0.700 0.800
friction velocity (via Clauser chart) Uτ [m/s] 1.19 1.20 1.28 1.15

boundary layer thickness δ [mm] 12.82 17.23 17.60 21.05
friction Re Reτ = Uτδ99/ν 1038 1415 1438 1612

Clauser pressure gradient parameter β = δ∗/τw(dP/dx) -0.001 -0.25 -0.47 0.56
curvature parameter δ99/radius(a) 0.10 0.14 0.14 0.17

Table 1: Boundary layer parameters at the axial measurement locations.
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Figure 1: The body of revolution geometry, pressure distribution and measurement locations.
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Figure 2: Convection velocity normalised by the mean streamwise velocity (Uc/Um) as a function
of wavelength and wall distance. Black iso-lines of pre-multiplied spectra, kxΦuu(kx)/U

2
τ , where

kx is the streamwise wavenumber. At axial locations of x/L = 0.449 (a), x/L = 0.650 (b),
x/L = 0.700 (c), and x/L = 0.800 (d).
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Abstract:
Despite decades of research, the advent of modern high-Reynolds number facilities [1], [2], [3], of numerical
simulations at increasingly high-Reynolds number [4] [5] and attempts to determine a universal velocity
profile for pipe flow are object of present research ( see e.g. [8]), the asymptotic scaling of the mean
velocity profiles in wall-bounded flow remains to a large extent and unsolved problem. Questions such
the universality of the Von-kármán constant in the log-law, the bounds of the logarithmic region, and the
minimum Reynolds number needed to observe a well-developed logarithmic region are still debated, due
to a relatively large scatter in reported experimental and numerical data.

The discrepancies observed in different experimental and numerical studies can be attributed to several
factors. Insufficient Reynolds number or limited accuracy are among the most crucial issues. Another
issue is the sensitivity of the parameters to the methodology used to extract the quantities of interest such
as, for example, the slope of the logarithmic region (i.e. the so called Von Kármán constant). Recently
Luchini [7] suggested that first-order corrections to the log-law are needed to compensate the influence
of pressure gradient in parallel flows such as Pipe and Duct flow. Luchini further pointed out [9] the
importance of isolating the so called law of the wake from the Reynolds-invariant part of the velocity
profile. The law of the wake is typically estimated from empirical data by subtracting a pre-determined
log-law. However, if the log-law is to be estimated, the law of the wake must be determined without a priori
assumptions on the inner part. This can be done using an iterative procedure based on the subtraction of
two datasets obtained at different Reynolds numbers. This was shown in [9]. However, this analysis was
applied mainly to low-Reynolds number data and only to a limited extent to experimental data at higher
Reynolds number. No results for the wake function were explicitly reported for experimental data.

In this paper we apply this methodology to mean velocity profiles of turbulent pipe flow ranging
between 9900 ¡ Reτ ¡ 40000. The velocity profiles have been acquired in the Long Pipe CICLoPE by
hot-wire anemometry (see fig. 1). We report the law of the wake obtained by applying the procedure
reported in [9] from 4 different pairs of Reynolds number, using the higher Reynolds number case as a
reference (see fig. 1). We compare the results with those obtained from DNS and we report the sensitivity
of this procedure to experimental uncertainty. Finally, we investigate the influence of the law of the wake
on the extraction of the fitting parameteres in the log region for various Reynolds numbers.
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Figure 1: Inner-scaled mean velocity profiles at
Reτ=9900, 22000, 32000, 35000, 39000, from
from light to dark red, respectively. The dotted
line is the log-law with κ=0.392 and B=4.4.

Figure 2: Law of the Wake estimated using
the iterative method reported in [Luchini] The
red lines represent the wake law estimated from
data at Reτ=9900, 22000, 32000, 35000 using
Retau=39000 as a reference dataset. The dark
thick line is a polynomial fit to all datsets
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Abstract:
Time-resolved and instantaneous volumetric measurements are coupled with Lagragian tracking of ani-
sotropic curved fibers in the TU Wien Turbulent Water Channel. The experiments are conducted at friction
Reynolds number ranging from 180 to 720 in the viscous wall region and in the channel center. The
length of the fiber (1.2mm) is comparable to the Kolmogorovlength scales (0.3-0.8 mm). An established
technique of fibre reconstruction and tracking is employed (Alipour et al., 2021). The latter allows the
definition of the fibre containing plane and tracking its change in orientation, as shown in the example
of one fiber reconstruction (Figure1). In the current experiment the optical magnification is improved
achieving higher 3D reconstruction resolution (up to 100 voxel per fibre length), which in return, enables
measurements of the spinning rate with lower uncertainty. Figure 2 shows an example of the coupling
between the fiber reconstruction and instantaneous volumetric flow field. Full rotation rate tensor of small
slender fibers is captured with velocity gradient tensor of the flow which allows the determination of
statistical and instantaneous velocity and rotational slip between the fiber and the flow structures (laden).
As results, the different behaviors of the fibers in terms of transnational and rotational motion in different
regions of the channel are correlated to the homogeneous turbulent structures in the center of the channel
and to the coherent structures within the viscous wall region, i.e., hairpin packets and transverse and
longitudinal vortices.

Figure 1: 3D reconstruction of a fiber trajectory
with istantaneous orientation of the fiber’s refer-
ence system. Figure 2: 3D visualization of the vortical structures

at Reτ = 720 coupled with fiber reconstruction (red
lines). Isosurfaces correspond at λ2 =−1000 (blue)
and −300 (yellow).

Alipour M., De Paoli M., Ghaemi S. and Soldati A. (2021). Long non-axisymmetric fibres in turbulent
channel flow. Journal of Fluid Mechanics, 916, A3.
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Abstract: 
 
 
Transverse wall oscillation techniques have received an unprecedented amount of attention from the 
turbulence control community owing to its extraordinary capability of producing drag reduction margin 
as large as 60% [1-3]. Despite the continuous efforts in investigating the various captivating features of 
transverse wall oscillations techniques in the last few decades, the mechanism responsible for the 
observed drag reduction is still far from being fully understood. In the present work, we conducted few 
direct simulations of a plane turbulent channel flow controlled by streamwise travelling waves of 
spanwise wall velocity of amplitudes ranging from 0.15 to 1.25 (in outer units) at fixed frequency and 
wavenumber at friction Reynolds number 180. The resulting analyses show that the forcing acts 
primarily on the spanwise turbulent vorticity that is linked to the fluctuating shear stress at the wall, 
almost entirely attenuating it for the large amplitude cases (figure 1), while the effect on the other two 
components is subordinate. To strengthen this point, we performed numerical experiments, where  the 
streamwise fluctuating velocity, and consequently the spanwise vorticity is artificially  suppressed next 
to the wall. The anisotropic invariant maps show striking resemblance for large amplitude STW actuation 
and artificially forced cases. The quasi-streamwise vortices (QSVs), which play a key role in the 
regeneration mechanism, are pushed away from the wall, resulting in their weakened signature at the 
wall (figure 2). The shift (Δds) in QSVs can be roughly related to the drag reduction margin using the 
model proposed by [4]. There are direct terms in the vorticity transport equations that are directly related 
to the travelling wave characteristics and that play a direct role in the large drag reducing cases. Detailed 
analyses of various structural features are also provided, which includes the response of the near-wall 
streaks and shear layers of spanwise fluctuating velocity field. 
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Figure 1: Turbulent (a) streamwise, (b) wall-normal and (c) spanwise enstrophy component, 
respectively. Scaling is based on the friction velocity of the controlled flow. 

 

 
Figure 2: Quasi-streamwise vortical structures along with the instantaneous streamwise fluctuating 

velocity field (red: positive; blue: negative) on a wall parallel plane at y+=15 for (a) uncontrolled, (b) 
homogeneous wall oscillation (HWO) at optimal forcing, (c) A0.50 and (d) A1.25 case, respectively. 

Scaling is based on the friction velocity of the controlled flow. 
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Abstract:
In recent efforts, dielectric-barrier-discharge plasma actuators (PA) have been considered as plausible

flow actuators to induce a Stokes-like wall flow capable of reducing the friction drag (e.g. [3, 6, 5]) given
their simplified technological embodiment compared to mechanical or piezo-electric devices (e.g. [1, 4, 7]).
In this study, an array of PAs was built and installed in a channel flow facility. It was designed and
fabricated to induce a wall jet oscillating along the opposite crossflow directions.

The measurements were performed in a ducted flow facility (0.42 m x 0.035 m x 10 m, in width,
height and length) operated at friction Reynolds numbers (Reτ ) ranging between 200 ≤ Reτ ≤ 400. A
total of 14 pressure taps are installed in the channel walls every 0.20 m along the streamwise direction.
These pressure taps are connected to a piezo-electric pressure transducer (DSA) operated at 20 Hz and
set to acquire for 300 s. The flow actuator hereby considered features an array of seven DBD PAs with
the electrodes aligned with the streamwise direction. Every actuator featured one exposed electrode
connected to the ground and two encapsulated electrodes, one per side of the exposed electrode, each
connected to a high voltage (HV) source. A schematic of the actuator installed in the channel is shown
in figure 1(a). The HV amplifiers were switched on/off to modulate the plasma jets leading to the wished
crossflow-oscillating forcing. The modulation frequency was varied around the literature-deemed-optimal
non-dimensional period of T+ = 100 (where the + labeled units are non dimensionalised with inner-layer
scales) (e.g. [2]). A schematic of the voltage-modulation functions is shown in figure 1(b). The crossflow
spacing of the actuators was ∆z = 20 mm (∆z+ = 350 for the reference Reynolds number flow).

The friction Reynolds number of Reτ = 300 was chosen as reference flow. The actuator was supplied
with a peak-to-peak voltage signal at 8 kVpp and three different modulation frequencies were considered
corresponding to the non dimensional periods of: T+ = 50, 80 and 100. The measured differential pressure
Dp, shown in figure 2, retrieves rather similar behaviors for all the three frequencies, where, for comparison,
the reference unforced flow is measured and reported too. Moving along the streamwise direction as the
flow undergoes actuation, the slope of the differential pressure decreases whereas, moving downstream of
the actuation region, the slope recovers to the unforced value. Such behaviour of the pressure trend is
thought to be initially caused by the downwash motions of higher-momentum fluid needed to comply with
mass continuity and induced crossflow momentum. On the other side, at more downstream stations, the
beneficial effect of the performed actuation is likely overcoming this negative (drag enhancing) effect and
a lower pressure drop is reported for the actuated flow.

The final contribution will discuss the effects of the variation of other actuation parameters as the
supplied voltage (i.e. the induced body force), the actuators’ crossflow spacing (and for the various
jets strengths) as well as the flow Reynolds number. For these parameters, sub-optimal (compared to
the available literature) actuation was also performed. A quantitative measurement campaign is also
underway and it will allow to inspect the flow topology and modifications due to the applied actuation. It
will help understanding the opposite effect on the measured flow pressure observed at the upstream and
downstream actuation region here only conjectured upon. Finally, the actuator consumed power will also
be reported thus leading to efficacy/efficiency maps of the actuation parameter space.
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Figure 1: (a) Schematics of the setup as seen in a crossflow plane (not to scale): operated
electrodes in orange and grey, exposed electrode in yellow and dielectric in light green; (b) Voltage-
modulation functions for the two exposed electrodes, color coded as the electrodes of (a).

Figure 2: Measured differential pressure for three actuated flows: T+ = 50, 80 and 100 and
for the reference unforced flow. The dashed vertical lines at station x =3.30 m and x =3.95 m
represent the upstream and downstream boundaries of the actuated region.
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Abstract:

Simulations and experiments have demonstrated that skin friction drag reduction greater than
40% can be achieved by moving wall with di�erent types of motion, such as oscillating walls
or spanwise waves travelling in the streamwise direction [1]. Both drag and power reductions
at Re� = 12; 800 have also been demonstrated experimentally [3] using surface waves generated
by a system of oscillating plates, each of length O(�). Systematic experiments are required
to understand the fundamental mechanisms at high Reynolds numbers. Here we present an
experiment on a new surface for control, based on a kagome lattice. The surface is able to
generate spanwise travelling waves, of variable waveform (e.g. square or sinusoid) at di�erent
amplitudes and frequencies over a wide range of wave speeds. The present work focuses on
simultaneous measurements of both the ow �eld and of the surface deformation by combining
Particle Image Velocimetry (PIV) with Digital Image Correlation (DIC) allowing identi�cation
of those con�gurations that show a potential for drag reduction. The potential for transients in
surface motion to provide temporal reductions in surface drag depends on the time constants
associated with the relaxation of the turbulence towards some long-time average. How this
happens can be assessed by new ideas such as resolvent analysis, either linear or nonlinear.
The key fundamental question is therefore what is the relative importance of linear, fast and
nonlinear, slow mechanics when the wall forcing is applied at high Reynolds numbers?

The model comprises a at plate, with a modi�ed super-elliptic leading edge, resting on
the oor of the wind tunnel with a 1 m of active surface starting 2.4 m downstream of the
leading edge. The active surface consists of a black silicone skin glued onto a kagome lattice
structure, �gure 2., which is actuated along its spanwise corridors by a pneumatic mechanism.
It comprises six tiles (modules) with continuous waveforms for about 10� in the streamwise
direction. Therefore, the boundary layer has not fully adjusted to the surface-wave condition.
The active surface over a longer fetch has previously been used [2], showing a maximum drag
reduction of 21.5% at Re� = 1125.

The present experiment focuses on simultaneous measurements of surface deformation and
ow �eld using respectively planar PIV and stereo DIC. Both techniques are based on the
correlation of image pairs. PIV captures the motion of the seeding particles in a narrow area
illuminated by the laser sheet, while with DIC, it is the motion of random dots painted on the
surface illuminated by a di�use light that generates a speckle pattern. The implementation of
simultaneous PIV and DIC is a relatively new approach for uid-structure interaction problems.
Figure 1 shows the setup of the current experiment which adopts a three-colour scheme to avoid
any interference between images. The PIV is carried out on a horizontal plane 2.5 mm above the
surface, corresponding to y+ = 30 at Re� = 1129, approximately. Figure 3 shows typical results
from a single tile of active surface 300 mm x 100 mm.

Results of time-resolved PIV synchronised with DIC for the six-tile con�guration will be
presented for a range of actuation parameters and travelling-wave direction. Measurements also
include hot-wire anemometry and oil �lm interferometry to measure the turbulent boundary
layer and of the skin friction. Future developments include extending the active surface up to 3
m for measurements in an equilibrium boundary layer at Re� � 8000.
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Figure 1: Schematic of the experiment in cross-section. Top: DIC and PIV cameras with �lters
and the blue LED light. Side: green PIV laser with optics. The dash lines indicate the �eld of
views of the cameras. Model surface painted in uorescent orange.

Figure 2: Active surface without silicone skin
(six tiles).

Figure 3: Instantaneous image of surface DIC
and planar PIV at y+ = 30 at Re� = 1129
(single tile).
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Abstract:
Surface fluxes of momentum and energy through the ocean-atmosphere interface are of primary impor-
tance for the characterization of geophysical flows and climate formation mechanisms. The presence of
a somewhat compliant water surface gives rise to complex nonlinear interaction mechanisms between the
atmospheric boundary layer and the wave field developed in response to the turbulent wind forcing itself
[1]. These interactions determine the flux of momentum and energy trough the air-sea interface thus
representing a fundamental process for the climate behaviour. However, the physical mechanisms behind
the wind-wave interactions still lack a sufficiently general and complete theory [2]. The main reason is the
multiplicity of complex phenomena involved and the lack of suitable experimental and numerical data. In
order to address the latter issue, we performed a Direct Numerical Simulation of the wind-wave interaction
problem in the flow settings of a two-phase open channel driven by a constant pressure gradient where
the wind is turbulent and the water is almost quiescent [3]. To the author’ knowledge, the simulation
represents one of the very first attempts to get the fully-coupled solution of the wind-wave problem based
on first principles and on realistic values of the fluid properties of air and water. The simulation reveals
an interesting water wave pattern, see figure 1(a). It consists of waves at very low steepness and elevation
(S = 7.3 · 10−4 and δ+w = 0.3) propagating at an angle γ = 38.6◦ in the upwind direction with a phase
speed c+ = (10,8). Despite the small size of the water wave pattern, its effect on the turbulent wind
is far from being negligible, see figure 1(b). A significant reduction of drag is indeed observed. The
origin of drag reduction is associated with the presence of a wave-induced Stokes sublayer. The picture
is the following. The oblique wave pattern is found to induce periodically distributed pressure gradients
in the spanwise direction thus leading to a flow pattern oscillating in the spanwise direction, see figure
2. Such type of modulation gives rise to a weakening of the self-sustaining processes of turbulence in the
very near-interface region and, hence, to drag reduction. It is remarkable the significant effect on the
turbulent wind despite the very small thickness of the Stokes layer `+s ≈ 2 and the very weak intensity
of the associated spanwise motion |w|+max ≈ 10−3. The details of the processes involved and the related
strong repercussions for climate science will be presented at the conference meeting.
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Figure 1: (a) Instantaneous water-wave pattern. The vertical wave length has been expanded by
a factor 80 for readability reasons. The black arrow denotes the wind direction, the blue line the
dominant wave alignment with γ the angle with respect to the wind direction and the red arrow
indicates the phase speed c. (b) Instantaneous vortex pattern in the turbulent wind boundary
layer shown by means of an iso-surface of λ2 = −3 colored with the streamwise velocity intensity.
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Figure 2: Wave-induced Stokes sublayer: isocontours of the instantaneous wave elevation η+(x, z)
and velocity field streamlines zoomed in a portion of the flow domain for readability reasons.
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Abstract:
Installing microgroves on a surface (riblets) subjected to a turbulent flow is known to alter the skin-
friction drag. The ability of these structures to reduce drag in particular, has motivated a large body
of work studying the mechanisms associated with drag reduction, and its breakdown. While the drag
reduction mechanism is well understood, its breakdown and how this varies with Reynolds number is not
fully understood. Achieving the desired understanding is challenging using conventional approaches as
full-scale modeling of drag over microgrooves remains a computationally expensive undertaking due to the
increased resolution required to capture the details of the flow at the surface. Modesti et al. [1] sought to
gain insight at lower computational costs by employing a minimal channel, which was shown to accurately
reproduce flow features upto a certain channel height. Resolvant analysis provides another approach to
analyze the dominant flow features and provide insight into how key structures interact [2]. The restricted
nonlinear (RNL) model has also been applied as a low order simulation and analysis method for these
flows [3]. The RNL model decomposes the flow field into large scales (assocaited with a streamwise
constant mean) and small scales (perturbations about that mean). The reduction of computation arises
from the restriction of nonlinear interactions of the perturbations to only those contributing to the mean
flow [4]. One advantage of the RNL model is it enables study of the time evolution of a simplified flow
field in a full cross flow domain, therefore providing a means to capture both the statistical and dynamic
flow features.

RNL simulations have been show to agree well with direct numerical simulation (DNS) and exper-
imental data for turbulent flows over both smooth and rough walls [3] at moderate Reynolds numbers.
However, the small number of streamwise scales supporting the flow in the traditional RNL framework is
inadequate to describe the larger number of scales and scale interactions in high Reynolds number flows.
The recently introduced augmented RNL (ARNL) model [3] extends the RNL paradigm to include addi-
tional scale interactions through the systematic inclusion of intermediate scales following the approach in
Marston et al. [5]. In this work we look to exploit the greatly decreased computation costs of the ARNL
model to perform simulations of higher Reynolds number turbulent flows over riblets of varying geometries
to characterize the physics of both drag reduction and drag increase in these flows. The resulting simu-
lated flow fields are compared to DNS of flow over riblets at moderate and high Reynolds numbers. The
instantaneous streamwise velocity of the ARNL simulation over blade riblets at Reτ = 550 is presented in
figure 1. The snapshot shows realistic cross-stream structures of turbulence within the domain. Figure 2
provides a comparison of the Reynolds shear stress ⟨uv⟩ for the ARNL modeled flow and DNS data of
Garćıa-Mayoral and Jiménez [6]. Three different riblet spacings of s+ = 12, 20 and 33 (ℓ+g = 7.2, 12.4
and 20.4, respectively) show very good agreement with the fully resolved DNS.

Additional analysis to be included in the presentation is the analytical decomposition of the mean
velocity using methods provided in Endrikat et al. [7], which will enable us to further characterize the
physics associated with the drag alteration due to the rough wall. This analysis will be performed at
Reτ = 395, 550 and 1000.
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Figure 1: Instantaneous snapshot of streamwise velocity in the y − z plane for Reτ = 550 of the
ARNL model.

Figure 2: Comparisons of the Reynolds shear stress as a function of wall normal location, y, of
the ARNL model to DNS [6] of riblets at Reτ = 550 for the same spacings of s+ = 12, 20 and
33. yt denotes the riblet tip height for ease of comparison
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Abstract:

Within a worldwide effort to increase alternative energies generation, the study of the flow downstream
one or several turbines has received widespread attention. Despite this growing interest, many recent
advances in the modelling of turbulent flows have not yet been adapted to such studies [1]. They concern
the understanding of the inner structure of turbulence: the energy cascade. This parameter sets how
energy is transferred among large to small scales and how the energy of the flow is dissipated. This
complicated phenomenon has been found to ultimately set important properties of turbulent wakes, such
as their velocity deficit and how they spread on the streamwise direction [2, 3, 4].

The theory that allows to predict the far-wake streamwise scalings of the centreline wake deficit u0 and
the wake width δ has been developed by Townsend and George [5, 6]. It relies on a set of hypotheses that
includes the axisymmetry and self-preservation of different averaged quantities of the flow and a scaling for
the turbulent kinetic energy dissipation rate ε. The latter is usually modelled according to the Richardson-
Kolmogorov cascade. In this way, the well-known predictions for the streamwise evolution (along x) for u0

and δ are obtained. The centreline velocity deficit is found to scale as u0(x) = AU∞ ((x− x0)/θ)
−2/3

. On

the other hand, the wake width evolves as δ(x) = Bθ ((x− x0)/θ)
1/3

, where θ is the momentum thickness,
U∞ the incoming freestream velocity, A and B are dimensionless constants and x0 a virtual origin.

Despite the widespread use of these scalings, it has recently been found that the Richardson-Kolmogorov
phenomenology [5, 6] is not the only one relevant for wind energy applications. Indeed, over the last years,
a new type of energy cascade has been reported in a number of turbulent flows, including axisymmetric
turbulent wakes [1]. The so-called non-equilibrium energy cascade can be identified via anomalous scalings
of the dissipation constant Cε, that is defined as Cε = εL/u′3, with L the integral length scale of the
flow and u′ the rms value of the fluctuations of the streamwise velocity. Moreover, it has been proven
that the Townsend-George theory predicts different streamwise scalings depending on the nature of the
energy cascade. For instance, the non-equilibrium predictions are u0(x) = AU∞ ((x− x0)/Lb)

−1
(θ/Lb)

2

and δ(x) = B
√
Lb(x− x0), where Lb is the square root of the area A of the generator.

While the presence of non-equilibrium streamwise scalings for u0 and δ has been reported in the wakes
of bluff [3, 4] (see figure 1-left) and slender bodies [7], its relevance for wind energy applications remains an
open question. One of the main difficulties of such studies is that they require experiments in wind tunnels
that are large enough to allow testing realistic scaled turbines far enough downstream to disentangle the
nature of the streamwise scalings. Furthermore, experimental data accessible from field measurements is
still somewhat limited, and relevant quantities from the theory, such as ε(x), are not accessible.

In this work, we propose a wind tunnel study about the spatial development of the turbulent wake of
a scaled wind turbine. We report data from the large wind tunnel at Oldenburg University, that has a
test section with a length of 30m and a square cross section of 3×3m2. The scaled wind turbine consisted
on a single three-bladed horizontal axis model (of type MoWiTO 0.6, see [8], see figure 1-right) with a
rotor diameter D of 58 cm. During tests, the rotor was controlled to optimise the power output for a
given blade pitch angle and incoming velocity. An array consisting of 16 single hot-wire probes was used
to scan the wake at hub height between x/D = 1 and x/D = 32 in steps of 1D. In the spanwise direction
y, the probes cover a range from y/D = −1.91 to y/D = 1.04. The turbine was tested under several
different working conditions, including different freestream velocities and tip speed ratios. Both laminar
and turbulent inflows were studied, the first consisting on an empty test section (i.e. only the scaled
turbine and the hot-wire probes were placed on it) and the second in passive-grid-generated turbulence.

The first part of the presentation will be devoted to the deduction of the two sets of scalings using
the Townsend-George theory. Moreover, current evidence of non-equilibrium turbulence in the wake of
slender and bluff bodies will be presented. Finally, the aforementioned experimental setup and other works
from the literature will be discussed in order to asses the relevance and consequences of the presence of a
different energy cascade in the wake of single and multiple wind turbines.

40



Figure 1: Different wake generators: bluff body with irregular peripheries (left) and scaled wind
turbine (right).
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Abstract:
Event-based vision (EBV), dynamic vision sensing (DVS) or neuromorphic imaging describe a rather new sub-field
within computer vision, differing considerably from classical frame-based imaging (Gallego et al., 2022). Event
cameras only record contrast changes (“events”) within the scene, either going from dark to bright (positive event)
or bright-to-dark (negative event). As the pixels “fire” independently an asynchronous stream of events results that
consist of pixel coordinates, a time stamp and a binary contrast change signal. Static areas in the imaged scene
provide no information; intensity data is essentially not available. At the same time, event cameras feature a very
high dynamic range (>110 dB) and are considerably more sensitive than conventional CCD/CMOS cameras.

In the context of particle imaging, narrow event streaks are produced in the space-time domain and can be
processed to provide 3D-3C particle tracking velocimetry (PTV) data.The recently introduced event-based imaging
velocimetry (EBIV) technique combines EBV and light sheet illumination to provide time-resolved, planar (2D-
2C) velocity fields (Willert and Klinner, 2022; Willert, 2023)). In this work we apply EBIV to obtain time-resolved
velocity profiles of a turbulent boundary layer (TBL) in analogy to the profile-PIV technique (Willert, 2015). The
latter has been used to simultaneously provide detailed velocity statistics and time-resolved data of turbulent flows
(see eg. Willert et al., 2017). The field of view is generally illuminated by a high-speed pulsed laser that is
collimated into a narrow light sheet.

Fig. 2 presents exemplary velocity statistics obtained with EBIV at the 1m wind tunnel of the DLR Institute of
Aerodynamics and Flow Technology (Göttingen) with U∞ = 5.2m/s, Reτ = 520 using the setup shown in Fig. 1(a).
A viscous scale of ν/uτ = 67µm and an image magnification of 84 pixel/mm results in a resolution of 5.7 pixel per
viscous unit. The data was processed using a multiple-frame, cross-correlation based PIV algorithm but can also be
handled by 2D particle tracking algorithms. The described system is capable of providing data quality on par with
currently used, considerably more expensive, high-speed PIV hardware and is currently suitable for measurements
up to 10 m/s on a field of view of 50 mm.

A second EBIV configuration (c.f. Fig. 1(b)) captured the flow in the viscous sublayer of the TBL using a thin
wall-parallel light sheet of <1 mm thickness and a set of three synchronized event-cameras. The ultimate aim of
this setup is to estimate the unsteady wall shear stress field through triangulation of the recorded particle tracks
which will be addressed in the proposed contribution. The dynamics of the near wall flow can already be visualized
in the raw event data for which two examples are shown in Fig. 3, although the static imagery can only partially
reveal the true particle motion.

(a) (b)

Figure 1: (a): velocity profile measurement setup using an event-camera; (b): triple-event camera setup
for particle tracking in the viscous and buffer layers of a TBL.
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Abstract:

Using curvature and torsion to describe Lagrangian trajectories gives a full description of
these as well as an insight into small and large time scales as temporal derivatives up to order 3
are involved. One might expect that the statistics of these properties depend on the geometry
of the flow. Therefore, we calculated curvature and torsion probability density functions (PDFs)
for Lagrangian trajectories obtained from experimental data using the Shake-the-Box algorithm.
We analyse three datasets, turbulent von Kármán flow, Rayleigh-Bénard convection and a zero-
pressure-gradient (ZPG) boundary layer over a flat plate, see fig. 1 for visualisations. The
results for the von Kármán flow compare well with experimental results for the curvature PDF
[1] and numerical simulation of homogeneous and isotropic turbulence for the torsion PDF [2].
For Rayleigh-Bénard convection, the power law tails found agree with those measured for von
Kármán flow. Results for the logarithmic layer within the boundary layer differ. To detect
and quantify the effect of anisotropy either resulting from a mean flow or large-scale coherent
motions on the geometry or tracer particle trajectories, we introduce the curvature vector. We
connect its statistics with those of velocity fluctuations and demonstrate that strong large-scale
motion in a given spatial direction results in meandering rather than helical trajectories. For
the turbulent boundary layer, this is commensurate with the current understanding of turbulent
superstructure [3, 4].

This work received funding from Priority Programme SPP 1881 “Turbulent Superstruc-
tures” of the Deutsche Forschungsgemeinschaft (DFG, grant numbers LI3694/1, KA1808/21,
BO5544/1 and SCHR1165/5). Yasmin Hengster was also supported by MAC-MIGS Centre for
Doctoral training at the University of Edinburgh and Heriot-Watt University through EPSRC
grant EP/S023291/1. We acknowledge funding from the European High-Performance Infras-
tructures in Turbulence (EuHIT) consortium for the DTrack measurement campaign at the von
Kármán flow facility GTF3 and the support of the staff at MPIDS in Göttingen, in particular
Eberhard Bodenschatz.
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Figure 1: (Left) Visualisation of a subset of tracer particle trajectories in von Kármán flow at
Taylor-scale Reynolds number Reλ = 270. The colour bar indicates the absolute value of the
velocity. (Middle) Visualisation of a single long tracer particle trajectory in Rayleigh-Bénard
convection at Rayeigh number Ra = 1.53 · 109. The colour bar indicates the vertical component
of the velocity. (Right) Visualisation of a subset of tracer particle trajectories within a turbulent
boundary layer at friction Reynolds number Reτ = 2295, coloured with stream-wise velocity. The
ZPG region analysed here extends from x = 0mm until x = 1000mm.
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Abstract:
Turbulent flows require high-frequency, high-resolution data to characterize the wide range of

spatiotemporal scales. The evolution of turbulent fluctuations is due to the dynamic coupling of
the spatial and temporal flow scales. The behaviour can be described using the local covariance
between velocity fluctuations resolved in space and time. While Particle Image Velocimetry
(PIV) is an attractive technique allowing spatiotemporal measurements, suitable resolution of
both temporal and spatial scales remains challenging. We present here a strategy for augmenting
the temporal resolution of PIV measurements beyond the Nyquist limit.

We have recently demonstrated the ability of an advection-based flow reconstruction tech-
nique to increase the temporal resolution of turbulent flow fields [1]. The model is developed
through a linearization of the Navier-Stokes equations, decoupling the linear and non-linear terms
to provide a relation for the transport of turbulent fluctuations. Under the assumption of Rapid
Distortion Theory (RDT) the nonlinear interactions are neglected, thus, the governing equation
reduces to a non-homogeneous material derivative. The quasilinear approximation is then used
to predict the forward and backward evolution of the fluctuations based on two successive flow
measurements. This is achieved numerically using a modified semi-Lagrangian technique.

The performance is quantified using a benchmark DNS dataset of a turbulent plane jet with
Re = 10, 000 and a sampling rate fs. The technique is assessed by comparing the reconstructed
velocity fields and the ground truth data for a range of sub-sampling factor S∗ = fs/fn, where
the DNS data is re-sampled at fn < fs. The spectra of the raw DNS and reconstructed flow with
S∗ = 50 and 150 for the u′- and w′- components of velocity are displayed in Figure 1. The method
successfully recovers spectral information up to two orders of magnitude beyond the Nyquist
criterion. The present investigation extends upon [1] to improve the prediction of small-scale
fluctuations and consider the model’s applicability towards inhomogeneous turbulence. Higher-
order temporal weighting schemes are explored to improve the convergence between the backward
and forward estimate. The quasilinear approximation under RDT selectively removes triadic
interactions, which suppresses certain mode interactions from the system dynamics [2]. This
minimizes energy paths leading towards dissipation, as the fluctuations are limited to interactions
with the mean flow. Extensions are discussed to approximate the triadic interactions and model
the energy transfer between small-scale modes.
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Figure 1: Comparison of the DNS and reconstructed PSD with C50 (a-d) and C150 (e-h) along the
jet centreline (a,c,e,g) and shear layer (b,d,f,h), for velocity components (a-b,e-f) u′- and (c-d,g-
h) w′- components of velocity. The blue and green dashed lines correspond to the fundamental
frequency of the jet, fv and the Nyquist frequency, fN of the under-sampled data set.
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Abstract:
The dynamics of inertial particles in turbulent flows is composed of several physical ingredients that
are entangled by gravity; namely particle settling and particle-turbulence couplings. Thus the study
of particle-laden turbulent flows in a microgravity environment disentangles these effects and allows to
successfully measure particle-turbulence couplings effects, independently of gravity effects. To achieve
this a dedicated experimental device that produces nearly homogeneous and isotropic turbulence (HIT)
through the interaction of 8 water jets in a cylindrical water tank was designed. Particularly, particle
trajectories inside the tank are measured using a 3-camera PTV system. The experimental device was
conceived to fit in the Dryden Drop Tower at Portland State University, which provides 2.1 seconds
of microgravity. Experimental results on the Lagrangian dynamics of particles in microgravity will be
presented.

The micro-gravity experiments will be performed in the Dryden Drop Tower facility, located at the
Center for Engineering, Science and Technology at Portland State University (see Fig. 1). The tower has
a height of 31.1 m with a free fall distance of 22.2 m, where gravity values of 10−3g0 (g0 = 9.8 m/s2)
are achieved for approximately 2 s. The experiment, mounted on a rig, falls freely inside a drag shield
that takes the form of a 56 × 40 × 81 cm3 rectangular prism, guided by two ‘non-contact’ stainless steel
cables that run the length of the tower. Two steel fins rigidly mounted to the drag shield pass through
two 1.1 m long permanent magnets at the lower level of the tower. The relative motion between the
fins and parallel magnetic fields generate eddy currents in the fins that resist motion and decelerate the
drag shield before it comes to rest on foam pads (i.e. eddy current braking). Limited by the latter,
the maximum weight of the experiment is approximately 45 kg. The deceleration mechanism leads to a
peak and average decelerations of 15 g0 and 8.5 g0, respectively. Furthermore, a touch-screen computer
permits safe, single-operator control of the primarily automated tower functions which allows for a short
automated retrieval time of 5 min that permits repetitive realisations in the same day. Sample trajectories
are provided in figure 2.

Figure 1: Test rig dropped in drop tower. Figure 2: Sample trajectories of tracers.
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Abstract:
Clear air turbulence (CAT) is a common phenomenon in the upper troposphere and lower

stratosphere, often triggered by the instability of internal gravity waves or by strong wind shear.
Here, we analyze a strong CAT event experienced by the German High-Altitude Long-Range
research aircraft (HALO) during the Southern Hemisphere Transport, Dynamics, and Chem-
istry (SOUTHTRAC) campaign [1]. HALO encountered CAT leeward of the southern Andes
Mountains, where tropospheric airflow favored vertically propagating mountain waves that were
refracted southeastward into the core of tropopause jet [2].

Turbulence is quantified using spectral quantities and structure functions computed from in
situ 100Hz flight level data, see Figure 1. The detected CAT region exhibits strong patchiness,
characterized by separated bursts in turbulent kinetic energy and energy dissipation rate. The
high-resolution in situ observations reveal different turbulent scaling within each patch, in both
spectra and structure functions, and following Monin and Yaglom’s conversion law. One patch
follows power laws with exponents − 1.71± 0.06, − 1.771± 0.006, and − 1.56± 0.05 for the ve-
locity components w, v, and u respectively, while another patch has exponents − 2.17± 0.12,
− 2.50± 0.08, and − 1.92± 0.09. These patches are mediated by a third patch with less clear
scaling. While the patches can deviate from Kolmogorov scaling due to the anisotropy of the
airflow, they still display evidence of CAT with enhanced energy dissipation rates.
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Figure 1: Left column: Power spectral density PSDw of the vertical wind component w as analyzed
from the HALO in situ data for the three turbulent patches, respectively. Inertial range scaling is
shown as a reference in gray dashed lines on each panel. Red solid lines denote the extension of
the inertial range used for the calculation of the spectral indices αw. Right column: Second-order
structure functions S2w for vertical velocity w on the turbulent sublegs calculated using 4, 6, 8,
10, and 16 km lengths. As an example, for the sublegs of 4 km, S2 is computed in subsets of 4 km,
and averaged over all subsets. Inertial range scaling laws inferred from spectral indices are shown
as a reference in dotted gray lines. Scaling laws calculated from a best fit in the sub-inertial range
are plotted using black solid lines, along with the obtained values.
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Abstract:
Attempts to model turbulence date back to the late 19th century, with notable works by Boussi-
nesq [1] and Reynolds [10]. Many turbulence models have since emerged, including eddy viscosity,
Reynolds stress, and combinations of both. However, their limitations often stem from missing
symmetries, as seen in Prandtl’s mixing-length model [9]. Efforts to generalize turbulence mod-
els by removing explicit spatial dependencies are thus at the same time efforts to include more
symmetries into the turbulence model.

Symmetries are known to most as geometrical properties, e.g. rotation applied to a circle. In
this context, symmetries are variable transformations that leave a given equation form invariant.
The symmetries of the incompressible Navier-Stokes equation, first calculated by Bytev [2],
include time and pressure translation, rotation, generalized Galilean transformation, and scaling.
The time and pressure translation prohibits the explicit use of the variables, e.g. pressure only
occurs under a gradient. Rotational symmetry is closely related to correct tensorial notation and
the scaling symmetry ensures dimensional accuracy. The generalized Galilean symmetry allows
for the transformation of independent variables under constant acceleration.

Turbulence models based on the Boussinesq assumption, such as zero- and one-equation mod-
els, require a flow-dependent turbulent length scale, which can compromise Galilean symmetry
if it’s a function of spatial coordinates. Two-equation models address this issue by introducing
a second scale-providing variable, but still have more symmetries than the exact Navier-Stokes
equation, being invariant under constant rotations [6].

In the late 1940s and early 1950s, turbulence models known as Reynolds stress models (RSMs)
were developed. These models solve the transport equation for Reynolds stresses, are thus
called second-order closure models, and avoid the Boussinesq approximation. Depending on the
modeling of the unclosed terms in the transport equation, most have the same symmetries as
the exact Navier-Stokes equations and are hence more general than two-equation models. Of
particular note is the work of Donaldson and Rosenbaum, who applied the invariant modeling
method to RSMs as early as 1969 [3]. The goal was to include all symmetries so that the model
could be applied to a wide range of flows.

Recently, new symmetries that occur in the infinite set of multi-point correlation equations
(MPCE) and in other exact statistical descriptions of turbulence such as the Lundgren probabil-
ity density function hierarchy have been found [7, 11]. These are dubbed statistical symmetries,
as they only occur in the statistical descriptions of turbulence and have been linked with inter-
mittency and non-Gaussianity - critical properties of turbulence [11].

All turbulence models covered so far are not invariant under these statistical symmetries.
Only recently, a barebone invariant Reynolds stress model and an extension to two-equation
models into three-equation models that are then invariant have been proposed [5, 4].

We show very concretely how a Reynolds stress model can be developed from all the symme-
tries known so far, and further we also give a recently developed model. With the symmetries
thus available, we show that many classical but, in particular, also the latest near-wall turbu-
lent scaling laws [8] can be reproduced with the new model, which exhibit clearly intermittent
behavior.
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Abstract:
Our modern understanding of turbulence is focused on its statistical behavior. We therefore analyze Lund-
gren’s [1] infinite but linear multi-point hierarchy of probability density functions (PDF). The problem
of homogeneous isotropic tubulence (HIT) is revisited as an (quasi)exact solution of the LMN hierarchy.
This hierarchy emerges directly from the Navier Stokes equations, with the PDF defined as follows: Any
averaged function Q of the (statistical) physical velocities 1u⃗, . . . , nu⃗ at points 1x⃗, . . . , nx⃗ can be described
via the integration of the n-point PDF nf over the sample space velocities 1v⃗, . . . , nv⃗

⟨Q(1u⃗, . . . , nu⃗)⟩ =
∫
R3n

Q(1v⃗, . . . , nv⃗) nf (t, 1x⃗, 1v⃗, . . . nx⃗, nv⃗) d1v⃗ . . .dnv⃗ (1)

To account for the physical properties of HIT, we introduce spherical coordinates and obtain a dimensional
reduction in the two-point case n = 2. We further extend the concept of isotropy for PDFs to higher order
which naturally leads to super-isotropy. This leads to a further dimensional reduction, since each of the
PDFs then only depends on time t, the spherical radius r, the radial sample space velocity component
vr and the absolute value of the sample space velocity components orthogonal to the radial comoponent,

i.e.
(
v⊥

)2
=

(
vθ
)2

+
(
vϕ

)2
. Since the resulting reduced super-isotropic PDF hierarchy is still linear, we

formulate an ansatz of superposed products for the PDF, reading

nf =
∞∑

m=1

n∏
k=1

kh
(
t, kr, kv

r, kv
⊥; λm

)
(2)

The superposition of eigenfunctions with eigenvalues λm is necessary since it takes into account the
statistical coupling of processes on different scales. For a solution to have the proper character of a
probability density function, the Lundgren hierarchy comes with a number of side conditions [2]. These
conditions are consequently reduced for the case of super-isotropy. Applying the permutation condition
on (2) greatly simplifies the hierarchy of equations, since it yields the same functional form for all kh.
With this simplification, the initially infinite dimensional hierarchy is reduced to a single but non-linear
integro-differential equation. The resulting equation together with the associated side conditions forms
an eigenvalue problem for the eigenvalues λm, since the eigenfunctions have to be superposed in order to
fulfill all side and boundary conditions, such as nf decaying to zero for kv⃗ → ±∞.
We further give an outlook on approaches to obtain a solution. We state that the dimensionally reduced
system admits additional symmetries, which allow further insight into new scaling laws and the underlying
turbulence physics.
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Abstract:
Its multiscale nature is both a distinguishing feature of fluid turbulence, giving it a rather unique
flavor, and a key difficulty making both analysis and simulation of turbulent flows challenging.
Multiple scales arise due various physical mechanisms transferring energy and helicity in three
dimensions (3D) or energy and enstrophy in two dimensions (2D) between different scales. Ex-
isting theories of turbulent cascades due to Richardson and Kolmogorov in 3D and Kraichnan,
Leith, and Batchelor in 2D [1, 2, 3] are statistical in nature and mostly agnostic of the specific
physical mechanisms responsible for the inter-scale transfer. As a result, in practice, one finds
deviations from their predictions, especially in the presence of pronounced coherent structures
at large scales. These deviations are the most severe for the direct cascade in 2D, where KLB
theory predicts the energy density to scale as E(k) ∝ k−α with a universal, integral exponent
α = 3, while numerical and experimental studies find non-universal, fractal scaling exponents
ranging from less than 3 to more than 5.

We describe a mechanism of the direct ‘cascade’ in 2D turbulence which explains when the
scaling predicted by the KLB theory holds, when deviations are found, yielding fractal scaling
exponents, and what causes these deviations. Our mechanistic theory goes beyond KLB and
also predicts the upper and lower bounds of the inertial range as well as the energy scaling in
the dissipative range. Coherent structures of two different types play a key role in our theory;
both correspond to exact solutions of the Euler equation. The first type describes the dynamics
of the largest scales acessible to the flow – the so-called condensate arising due to the inverse
cascade. The second type describes the dynamics of small-scale filamentary vorticity stretched
and folded by the large-scale flow in the inertial range. The physical mechanism represented
by these coherent structures describes a continuous, rather than cascading, process by which
enstrophy is transferred from large to small scales, where it is eventually dissipated by viscosity
in much the same way as passive scalars are stirred by chaotic advection creating filaments that
are eventually homogenized via molecular diffusion.
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The calculation of turbulence statistics is considered the key unsolved problem of fluid me-
chanics, i.e., precisely the computation of arbitrary statistical velocity moments from first prin-
ciples alone. Using symmetry theory, we derived turbulent scaling laws for moments of arbitrary
order in two regions of a turbulent channel flow. Besides the classical scaling symmetries of space
and time, the key symmetries for the present work reflect the two well-known characteristics of
turbulent flows: non-gaussianity and intermittency. We presented the new scaling laws in [1]
and the details of the simulation in [2]. We have extended this simulation in two ways. First,
we have doubled the simulated time of the flow to get a better quality of the statistics of the
high-order moments, in particular for those of U2 and U3. Further, we have started a simulation
at a friction Reynolds number Reτ = 15000. Very interesting results are already visible.

Figure 1 shows the wall-normal (U2) and spanwise (U3) velocity-moment deficit scaling laws
up to order 6 in the channel center for Reτ = 104. The scaling laws are similar to those of U1 [1]

Un
i − Un

i
(0)

unτ
= C ′

i,n

(x2
h

)n(σ2−σ1)+2σ1−σ2

with i = 2, 3 and C ′
i,n = α′

ie
β′
in. (1)

The agreement of symmetry theory and DNS data is excellent, even though σ1 = 1.95 and
σ2 = 1.94 were taken from [1] for the U1 moments. It follows that the exponents are effectively
independent of n, and thus strongly intermittent behavior is evident.

In figure 2, we show the proof of the existence of the second maximum of the root mean
square of the streamwise velocity, u′+1 . Notice that this second maximum could lead to new
phenomena at the beginning of the logarithmic layer [3]. The maximum is around y+ ≈ 200 for
Reτ = 15000. Fitting the data to a logarithmic law, we obtain dyu

′+
0 = 0.29 logReτ − 2.7, and

an approximate critical value of Reτ = 13100, which is a bit smaller than the one estimated in
[2].
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Figure 1: Deficit scaling plotted of the moments of U2 and U3 in the channel center for the
H-moment orders n = 2, 4, 6. Curves are shifted by 10n−2. Lines: scaling laws (1). Squares and
circles: new DNS data at Reτ = 104

Figure 2: du′+/dy+ = dy+u
′+, for y+ close to the second maximum. The magenta line corre-

sponds to Reτ = 15k. The first zero is a minimum, and the second one the new maximum. Box:
maximum value of dy+u

′+. Blue line [4], Black line [2]

56



Turbulent flows over heterogeneous rough walls

B. Frohnapfel

Institute of Fluid Mechanics (ISTM), Karlsruhe Institute of Technology (KIT), Germany

key-words: rough wall boundary layers, flow resistance

The full-scale prediction of flow resistance due to drag between fluid and a solid surface is one
key aspect in the design of different technological devices, in particular in the transport sector.
In this respect, the uncertainty in the drag prediction of turbulent flow over rough surfaces has a
strong economic and environmental impact as nicely summarized in the recent review by Chung
et al. [1].

Our present predictive capabilities for turbulent drag on rough surfaces rely on Nikuradse or
Moody type charts. In those, results of reference experiments are collected for different rough
surfaces in the form of a friction coefficient Cf (or similar) versus bulk Reynolds number Reb. In
the so-called fully rough regime the friction coefficient of a rough surface becomes indpependent
of Reb. In this flow regime, any rough surface can be compared against the drag of uniform,
close-packed sand grains obtained in the pioneering experiments of Nikuradse. This comparison
allows to assign the hydraulic property of an equivalent sand grain height ks to a rough surface.
For engineering predictions ks is typically translated into the roughness function ∆U+ which
describes the downward shift of the logarithmic region of a velocity profile of wall-bounded shear
flows. This quantity is then e.g. inserted into RANS based predictions .

A lot of ongoing research is dedicated to the question of how to indentify a transfer function
between the surface topography of a rough surface and the answer of the flow in terms of ks
or ∆U+ which allows to reduce the present uncertainties in the resulting predictions. All these
approaches typically concern evenly distributed, statististically homogeneous rough surfaces. For
heterogeneous rough surfaces, which are widely encountered in reality, we have little knowledge
at hand. While there are attempts to deal with heterogeonous surface roughness in predictive
models [2, 3], there is very little reference data available that allows to validate the model
assumptions or dervie alternative modelling suggestions.

The conference talk provides an overview of the research activities at ISTM in this field.
Since there are infinite possibilities of heterogeneous roughness arrangements it is reasonable
to start with idealized distributions. In our reserach, we focus on streamwise aligend strips of
rough surfaces that alternate with smooth surface parts. Experimental and numerical results for
turbulent flows over such heterogeneous rough walls will be discussed.
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Abstract:

The skin friction drag is well-established as the most valuable quantity characterising smooth-
and rough-wall bounded flows, as it embodies the result of the conversion of the free stream
momentum into shear force by means of the boundary layer. Considering the ever-increasing
interest in reducing the carbon footprint and the environmental impact of fuel-based systems,
accurate measurement and prediction of this quantity remain vital to a whole range of engineering
applications. Skin friction is equally crucial in understanding wall-turbulence dynamics due to
its scaling capabilities for both the near- and outer-wall regions [1]. Regardless of whether the
frictional drag is directly or indirectly measured, the use of similarity laws is required to scale
up the information from laboratory measurements and/or numerical simulations to full-scale
predictions.

In this study, we examine the use of three methods of estimating the frictional drag: two indi-
rect namely; Townsend’s outer-layer similarity (OLS) hypothesis and the Comprehensive Shear
Stress (CSS) methods [2, 3], and contrast the results with a direct method using wall-shear stress
and velocity profile measurements. The measurements are carried out in a wind tunnel on a tur-
bulent boundary layer over a realistic rough surface (scanned from a fouled ship-hull) to evaluate
the impact of these methods with an emphasis on using the outer-layer similarity hypothesis for
full-scale drag predictions. Wall-shear stress is measured using an in-house floating-element drag
balance (DB) and velocity profiles are obtained using particle image velocimetry (PIV), allowing
the evaluation of aerodynamic roughness parameters (equivalent sandgrain roughness height ks),
and the associated wake parameter Π. The results are subsequently scaled up from laboratory
to full-scale to assess the impact on high Reynolds numbers using an integral boundary layer
evolution method [4].

By assuming the validity of the outer-layer similarity hypothesis and using the Comprehensive
shear stress [3] methods, indirect estimates of the aerodynamic parameters have been obtained
and compared with results from the direct measurements. The comparison highlighted the
limitation of using these flow assumptions, which resulted in underestimating the equivalent
sand-grain roughness by 35% and 25% for the OLS and CSS methods, respectively. Using the
integral boundary layer evolution method outlined by [4], it is observed that the predicted drag
penalty can vary by over 15% among the different methods highlighting the care that should be
taken when employing such methods. The current results also showed that at a Reynolds number
of Rex ≈ 109 (equivalent to a Reynolds number of a 50 m long vessel at full-speed), assuming
outer-layer similarity underestimated the frictional drag by over 12% while the comprehensive
shear stress method resulted in approximately 6% difference.
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Figure 1: Evolution of the average skin-friction coefficient CF as a function of fetch Reynolds
number ReL using the integral method presented by [4], at a unit Reynolds number U∞/ν ≈
2× 107with U∞ ≈ 18 ms−1 and ν ≈ 9× 10−7 m2s−1. The figure compares CF determined using
the different methods colour-coded (Black: Direct method. Blue: Outer-layer similarity. Red:
Comprehensive shear stress method), compared with the smooth-wall (thick line). The dashed
lines represent predictions made with the assumption of smooth-wall wake strength parameter Π.
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Abstract:

Heterogeneous surfaces occur in many technical and environmental flows, and in the case of spanwise
heterogeneous surfaces turbulent secondary motions can emerge. These appear as counter-rotating vortices
in the mean velocity field and can significantly alter the momentum, heat and mass transport of turbulent
flows [1]. So far, many studies have focused on the mean characteristics of secondary motions, while only
a few recent studies investigated the instantaneous characteristics of secondary motions [2, 4, 3]. It was
found that instantaneous secondary motions over alternating rough- and smooth-wall strips share some
similarities to large-scale motion (LSM) and very-large-scale motions, which occur naturally over smooth
wall conditions [3]. While coexistence between secondary motions and VLSM was found for strip-type
surfaces, this was not found for streamwise-aligned ridges in turbulent open-channel flows [4].

The present investigation aims to contribute to a better understanding of the instantaneous charac-
teristics of secondary motions and the relation to turbulent large-scale motions. For this, direct numerical
simulations are used to study turbulent open-channel flows at Reτ = 540 with streamwise-aligned ridges,
shown in figure 1. The large domain size of the open-channel (Lx, Lz = 36δ, 12δ, where δ is the domain
height) allows the formation of VLSMs for smooth wall conditions. By introducing Gaussian ridges with
ridge height hg = 0.1δ secondary motions form in the mean velocity field, which is illustrated in figure
2 for the different ridge spacings S. For S ≥ 2δ the secondary motions have their largest spatial extent,
while for smaller S their extent becomes more confined to the near-wall region. The largest ridge spacing
S = 12δ shows an area between the ridges that is not affected by secondary motions, and where the
flow homogenizes. In this region, VLSMs can now form with similar properties as those above smooth
wall channels, which can be seen in pre-multiplied streamwise velocity spectra in figure 3, where VLSMs
appear at large streamwise wavelengths λx ≥ 18δ. For the case S = 4δ, VLSMs can also be observed
between the ridges, but they appear in an weakened form compared to S = 12δ and S =∞. For the ridge
spacings S ≤ 2δ, which were studied in the recent experiment by [4], no coexistence is found, which is in
agreement with their observations. Preliminary results, for which the ridge height hg is reduced for case
S = 4δ, show that VLSMs between the ridges increase in strength with decreasing hg. Moreover, for the
smallest ridge height hg = 0.025δ (h+g = 13.5) investigated, VLSMs can eventually occur in the vicinity
of the ridges, such that the ridges no longer represent a spatial barrier for the occurrence of VLSMs.

Further results examining the instantaneous characteristics of secondary motions will be presented
at the conference. For this, the proper orthogonal decomposition is used to detect the dominant flow
structures of instantaneous secondary motions for the different ridge heights and spacings. This will
shed further light on the similarities and differences between the instantaneous secondary motions and
turbulent large-scale motions and hopefully contributing to a better understanding of their formation.
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Figure 1: Sketch of the open-channel flow with streamwise-aligned Gaussian ridges at the wall.

Figure 2: Mean streamwise velocity in cross-sectional plane for different S. The cross-sectional
mean velocity components are illustrated by arrows and are scaled by ub. Ridge height is hg =
0.1δ.

Figure 3: Pre-multiplied spectra κxΦu′′u′′(λx, y = 0.5δ, z). The black vertical lines at the outer
top figure frame indicate the spanwise position of the ridges.
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High-Reynolds number wall-bounded turbulence, dictating the performance of many engineering
systems (i.e. aviation and marine transport), has received an increasing attention over the last
decade or so due to the commencement of experimental facilities to simulate such flows. Mea-
surements of the wall-pressure, pw, can be relatively robust on practical systems and would form
a valuable input for flow-control systems. This work presents an experimental campaign on the
dynamic wall-pressure within the high-Reynolds number pipe flow facility at CICLoPE. Results
will provide insight into (1) measurement and post-processing (filtering) procedures for obtaining
the fully-resolved, hydrodynamic wall-pressure fluctuations, (2) Reynolds number scaling of the
fully-resolved wall-pressure spectra (addressed in the literature for relatively lower Reτ [1, 2, 3]),
and (3) correlations between wall-pressure and the off-the-wall velocity fluctuations.

Data were acquired in the fully developed turbulent pipe flow facility at CICLoPE, near the
end of the 110.9m-long pipe with an inner diameter of 0.901m. Several plugs were designed that
fit within the pipe’s wall, housing pressure-microphones for performing the dynamic wall-pressure
measurements. The G.R.A.S. 46BE 1/4 in microphones employed have a sufficient dynamic range
and frequency-response for conducting fully-resolved measurements. A pinhole-arrangement was
used to increase the spatial resolution of the microphone-diaphragms: the plugs featured four
different Helmholtz resonator-cavities (see Fig. 1b for the geometry), with pinhole diameters
ranging between d = 0.18mm and 0.40mm. This allowed for fully-resolved measurements with
d+ < 16 for all Reτ (following [1]). Measurements were performed at a range of friction Reynolds
numbers, Reτ , between 4 800 and 38 000 [4].

Enhancing the spatial resolution of the microphones comes at the expense of Helmholtz
resonance of the cavity, in the frequency range of interest. An acoustic calibration of the cavities
was performed by simultaneously exciting the pinhole-mounted microphone and a reference one
(without cavity) with white noise (Fig. 1a). Linear transfer kernels were generated and compared
to a model-fit of a second-order system. Fig. 1c displays the kernel’s gain, |HL|, for all four pinhole
cavities. With the aid of these kernels, measured wall-pressure signals are corrected in a sequence
of post-processing steps, which will be detailed in the full proceedings.

Measurements in the pipe flow facility (Fig. 2a) were performed with the microphone-plugs
positioned in different streamwise and azimuthal positions. Post-processing steps of the wall-
pressure data will be described in the full paper; these steps remove the (relatively lower-
frequency) acoustic pressure-signatures from the hydrodynamic wall-pressure fluctuations. As a
preliminary result, Fig. 2b presents the pre-multiplied wall-pressure spectra for three values of
Reτ . Their spectral shape resembles the spectrum obtained from high-Reynolds-number DNS
data [5]. Their higher amplitude is expected and the large-wavelength-end of the spectra com-
prises a larger fraction of the total energy. In the full proceedings we will elaborate upon the
measurement resolution, filtering procedures to further remove relatively low-frequency acoustic
signatures and the wall-pressure–velocity coupling.
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Figure 1: (a) Calibration of the pinhole-microphone arrangement within anechoic facility at the
TU Delft. (b) Detail of the pinhole-mounted microphone. (c) Gain of the resonator’s transfer
kernel: measurements from the acoustic calibration are compared to a fitted model kernel.
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Figure 2: (a) Wall-pressure measurements at CICLoPE. (b) Preliminary result of the pre-
multiplied wall-pressure spectra at three Reτ conditions, in comparison to DNS [5].
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Abstract: 
We numerically investigate the dispersion of slender flexible fibers in turbulent channel flow. In 
particular, we examine fiber orientation and deformation at varying fiber inertia, aspect ratio and bending 
stiffness. We use a Euler-Lagrangian approach based on DNS of the flow, combined to a rod-chain 
pointwise representation of the fibers [1] and accounting for the inter-phase momentum exchange [2]. 
The simulations are performed exploiting a GPU-accelerated pseudo-spectral solver at shear Reynolds 
number Re=300, moderate mass fraction (3%) with fibers of aspect ratio r=50, 100, 200, dimensionless 
length L+ = 18, 36, 72 (extending up to the inertial range of the turbulent flow) and Stokes number St= 
0.1, 0.11, 11. For each combination of parameter values, different fiber rigidity is considered depending 
on the dimensionless Young modulus: EY

+= 0 (no stiffness) and 104 (moderate stiffness). Our results 
show that the fibers in the bulk of the flow orient with the local strain, aligning with the vorticity as also 
observed in HIT [3] and experience a lower tumbling rate, comparable to that of rigid fibers [4,5]. Near 
the walls, vorticity orients with the spanwise direction under the action of the mean shear, whereas 
flexible fibers align with the mean flow. This orthogonality determines a stronger contribution of the 
flow rotation to the tumbling rate. We classify the possible deformed shapes in a bi-variate probability 
space, suggesting that two typical deformation patterns exist: ’eyelash’ bending and ’compressing’ 
buckling (the latter being suppressed with a finite, albeit moderate, bending stiffness). Flexible fibers in 
wall turbulence spend a short time in a bent state, before being stretched again by the flow. We find that 
this time scales with the fiber rotation timescale and exhibits a gamma distribution. 
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Figure 1: Instantaneous visualization of the fiber-laden turbulent channel flow for stiff (EY

+=104) fibers. 
Panels display fibers whose center of mass lies within 30 wall units from the wall (left) or the half-height 
of the channel (right). Panels are colored according to the streamwise fluid velocity, u, measured on a 
plane at z+=10 (left) or z+=300 (right). The size of each panel is Lx

+= 975 x Ly
+= 840 wall units. Panels: 

(a), (b) short fibers (L0
+=17.91); (c), (d) intermediate fibers (L0

+=35.81); (e), (f) long fibers (L0
+=71.62). 
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Abstract:
Separation occurs may be caused by sharp changes in the geometry of an object or by a strong
adverse pressure gradient (APGs). The negative effects of separation are well-known, but they
may be amplified when the adverse pressure gradient is unsteady. Separation can cause noise
and vibrations, resulting in performance reduction or failure of a flow device [1].

The present work aims to evaluate the prediction of unsteady separation by the three most
commonly used turbulence models for the Reynolds-Averaged Navier-Stokes equations: Spalart-
Allmaras, k − ε, and k − ω for the prediction of unsteady separations. The equations of motion
are solved using second-order accurate finite differences on a staggered grid. Unsteady separation
and reattachment are generated by a time-varying distribution of wall-normal velocity Vtop at
the top boundary, with a spatial profile similar to that used in [4]. Two cases are considered;
in the first case (Case A), for half of the cycle, a favourable pressure gradient (FPG) is followed
by an adverse pressure gradient (APG) with separation, while in the other half, the opposite
occurs. In between, there are two phases where a zero pressure gradient (ZPG) is imposed. If
T is the period, and ϕ = 360o × t/T the phase angle, the maximum APG occurs at ϕ = 270o,
the maximum FPG at 90o, whereas at ϕ = 0o and 180o a ZPG is imposed. In the second case
(Case B), Vtop always results in an APG followed by an FPG, but the magnitude of the pressure
gradient varies, and separation always occurs. For case A, the data of a well-resolved LES is
available (see Ref. [2]) Case B is compared to the DNS, and RANS data by Park et al. [3]. One
important feature of Case A is the fact that at this frequency, a recirculation region is formed
at ϕ ≃ 252o, remains steady until ϕ ≃ 0o, and is then advected downstream. In Case B, on the
other hand, the recirculation bubble only changes in size but remains centred around the same
location.

Figure 1 compares the skin friction coefficient obtained using the turbulence models with
those of the high-fidelity simulation. The top two panels show the time-averaged profiles for
cases A and B, while the bottom four show the comparison for Case B for the four main phases.
In Case A, there is significantly better agreement between the LES and the data than in case B.
It is interesting to notice that in Case B the main error is near the separation and reattachment
regions, whereas in Case A, it occurs mostly downstream of the recirculation bubble. The average
error is 8.1% in case A and 14% in Case B. The reason for this difference is the fact that the cycle
in case A goes through two phases where the freestream velocity is nearly uniform. In these ZPG
phases, all the models tested are expected to be accurate. This is evident in the lower panels of
the Figure, which shows that the error is significantly lower at the ZPG phases than in the FPG
and APG regions.

Figure 2 confirms this conjecture by showing the phase dependence of the average error
obtained with the three models in Case A. The error is the most significant during phases with
strong pressure gradients and the smallest in the ZPG. The intermediate phases with mild or
zero pressure gradients act as an ’anchor’ that stops the solution from diverging too far from the
correct result when the strong pressure gradients are applied. This phenomenon does not occur
in Case B, where the APG is always strong enough to cause separation.
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Figure 1: Comparison of RANS prediction of Cf with high fidelity results.

Figure 2: Average difference between Cf predictions from RANS and LES, normalized by Cf at
the inflow.)
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Abstract:
Despite the need for understanding the complex physics of turbulent flows, conducting high-fidelity experi-
ments and scale-resolving numerical simulations such as large eddy simulation (LES) and direct numerical
simulation (DNS) can be prohibitively expensive, particularly at high Reynolds numbers which are rele-
vant to engineering applications. On the other hand, it is necessary to develop accurate yet costeffective
models for outer-loop problems involving turbulent flows which include uncertainty quantification (UQ),
data fusion, prediction, and robust optimization. A remedy can be using multifidelity models (MFMs)
which aim at accurately predicting quantities of interest (QoIs) and their stochastic moments by combin-
ing the data obtained from different fidelities. When constructing MFMs, a given finite computational
budget is optimally used through running only a few expensive (but accurate) simulations and many
more inexpensive (but potentially less accurate) simulations. In recent years, there has been a significant
interest in developing and applying MFMs in various fields [1]. For turbulent flows, the main strategies
for constructing effective MFMs can be summarized as: i) Co-Kriging models [2], ii) models based on non-
intrusive polynomial chaos expansion and stochastic collocation methods, see e.g. [3], and iii) multi-level
multifidelity Monte Carlo models.

The present study reports our recent progress on further development and application of a class of
Bayesian hierarchical multifidelity models with calibration (HC-MFM) which rely on Gaussian processes.
Following Goh et al. [3], at each fidelity level, which can be associated to any of the turbulence simulation
approaches, the Kennedy-O’Hagan model [4] is used which allows for considering both model inadequacy
and aleatoric uncertainties in the process of data fusion.

Results:
The accuracy and efficiency of the described HC-MFM is evaluated for various problems involving turbu-
lent flows. For instance, Figure 1 shows the prediction (mean and 95interval) of the lift coefficient, CL,
of a wing with a NACA0015 airfoil profile at Reynolds number 1.6 × 106 [5]. The flow angle of attack
(AoA) is the design parameter and the data fed into the MFM comprises of: wind-tunnel experiments,
detached-eddy simulations (DES) and two-dimensional RANS. According to Figure 1, compared to the
experimental data, the MFM is capable of accurately predicting CLover the considered range of AoA.

Our MFM is consistent with the hierarchy of turbulence modeling approaches and can handle various
forms of uncertainties. ii) For a fixed number of high-fidelity simulations the HC-MFM prioritizes the
prediction of QoIs so that they become as close as possible to the high-fidelity data, while the posterior
distributions of the calibrated parameters are found to be accurate only if sufficiently many low-fidelity
data are provided.

The conference presentation will include an overview of the theoretical approach behind the present
hierearchical multifidelity model, and apply it to a number of test cases with increasing complexity,
including the above mentioned case of the airfoil. We will also discuss potential future applications, where
an efficient evaluation of the flow for varying parameters is necessary, such as optimisation.
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Figure 1: (Top) Lift coefficient CL plotted against the angle of attack AoA: the MFM is trained
by the experimental data (yellow circles), as well as the DES (squares) and RANS (crosses) data.
The DES are performed with the resolved turbulence intensities TI = 0%, 0.1%, 0.5%, 1%, and
2% at the inlet. The validation data (red triangles) are also taken from the experiments. The
mean prediction by the MFM is represented by the solid line along with associated 95% confidence
interval. (Bottom) predictions by HC-MFM plotted against the validation data. The error bars
represent the 95% CI.
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Abstract:
Wall modeled large eddy simulations (LES) replace the small-scale near-wall dynamics with a reduced
order model to avoid the high computational cost required to resolve this flow. However, traditional wall
models such as the equilibrium wall model (EQWM) have been shown to under-perform in cases where
equilibrium assumptions fail [8, 6, 1]. A recently introduced LES wall model [1], called a Lagrangian
relaxation towards equilibrium (LaRTE) wall model, captures unsteady, non-equilibrium wall-stress dy-
namics through separate modeling of quasi-equilibrium and non-equilibrium contributions. This wall
model has since been modified and extended to include additional non-equilibrium wall-stress dynamics
and then tested for several challenging non-stationary flows including pulsating and linearly accelerating
channel flow [2]. The LaRTE model captures the quasi-equilibrium dynamics through a derived model
equation with slow, relaxation dynamics. It is supplemented with a laminar non-equilibrium (lamNEQ)
model to capture the wall-stress response to rapid changes in the LES pressure gradient which has been
shown to have a laminar-like response due to the turbulence being “frozen” [7, 5, 3, 4]. A turbulent
non-equilibrium (turbNEQ) model has been added to capture additional wall-stress contributions caused
by near-wall turbulent eddies. The combined LaRTE+lamNEQ+turbNEQ wall model therefore covers a
wide range of time scales and is named the multi-timescale (MTS) wall model. Figure 1 schematically
shows which time scales are captured by each component of the MTS wall model. The MTS wall model is
tested for pulsating and linearly accelerating channel flow over a wide range of non-equilibrium parameter
values (the forcing frequency and acceleration/ramp rate, respectively). Results show that the traditional
EQWM performs poorly when used under high non-equilibrium conditions whereas the MTS wall model
agrees well with the direct numerical simulation (DNS) data over all conditions tested. Finally, a simpler
instantaneous-equilibrium limit of the MTS wall model (called the EQMTS wall model) is developed and
compared with the parent model, the MTS wall model. This wall model also shows good results at reduced
complexity but provides less complete information about the wall-stress physics.

Figure 1: Multi-timescale wall model length and time scales
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Abstract:

Figure 1 illustrates well known problems of computational simulation methods in regard to reliable
and feasible predictions of high Reynolds number (Re) flows that require flow resolution. Large eddy
simulation (LES) suffers from its huge computational requirements, especially in regard to simulations
of wall-bounded turbulent flows at high Re: LES is inapplicable to many high Re flows that need to be
considered. Reynolds-averaged Navier-Stokes (RANS) equations suffer from their inability to reflect the
physics of flows that cannot be properly modeled, as is the case for separated turbulent flows. Popular
hybrid RANS-LES, too, suffer from RANS-type problems: under conditions where validation data are
unavailable, such methods cannot reliably deal with simulations of flows that require flow resolution [1].

A core issue of popular partially and fully resolving simulation methods (including usually applied LES
concepts) is the model’s inability to account for the amount of resolved motion involved in simulations.
The latter has serious consequences. Under conditions of high (low) flow resolution, the model contribution
(the modeled viscosity) needs to be relatively small (large). This is needed for a functional RANS-LES
”swing”, i.e. the model’s ability to reliably cover transitional regimes between RANS and LES. The lack
of this mechanism effectively adds a random component to flow simulations, which implies random results.

The talk presents continuous eddy simulation (CES) methods, which were introduced to overcome this
problem [1–4]. Based on exact mathematics, it is shown how it is possible to design methods involving
a functional RANS-LES ”swing” in regard to a variety of turbulence model structures and hybridization
types. Corresponding minimal error simulation methods represent a relatively minor modification of usual
(two-equation) RANS turbulence models. The essential difference to regularly applied simulation methods
is that the model applied is properly informed about physics involved (resolved motion).

Figure 2 illustrates the CES performance (the KOKU variant) in regard to periodic hill flow simu-
lations [3]. The core problem is addressed: the functioning of the mode communication to accomplish a
proper redistribution of modeled and resolved motions. The expectation is simple: a coarser grid and a
higher Re need to imply an increased amount of modeled motion. Re effects are considered in the first
row. The experimental data involved do only apply to the Re = 37K case. It may be seen that the mean
streamwise velocity ⟨U⟩/Ub tends toward a more uniform spatial distribution. The resolution indicator
L+ (the ratio of modeled to total turbulence length scales) shows the essential model feature. As required,
an increased Re leads to higher L+ values (i.e. a decreased amount of flow resolution). Grid effects are
considered in the second and third row. We note that grid effects have little influence: such RANS-type
simulations imply ⟨U⟩/Ub profiles that hardly differ from higher resolved cases. The L+ plots show the
required model behavior, L+ increases (the amount of flow modeling increases) if the grid becomes coarser.
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Figure 1: Abilities of computational methods in regard to reliable and feasible predictions of
high Re flows that require flow resolution. Here, hybrid RANS-LES refers to popular methods,
MM (RM) refers to modeled (resolved) motion. CES refers to continuous eddy simulation.
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Figure 2: Profiles of the mean streamwise velocity ⟨U⟩/Ub, overall and upper wall L+ obtained
by CES-KOKU simulations at x/h = 4. Re and grids applied are specified in the plots. First
row: Re effects using the 500K grid. Second and third row: grid effects for Re = (37, 500)K.
Reproduced from Heinz et al. [2], with the permission of AIP Publishing.
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Abstract: 

Recent studies tackling aeroacoustics have shown that the physical mechanisms underlying the 

generation of noise in compressible jets and aeronautical propellers are strictly correlated to turbulence,  

non-linearities [1]  and intermittency [2]. These properties have to be taken into account in order to set 

up reliable predictive models namely for reproducing far field noise emitted by high speed jets [3]. It is 

known that wavelet transform is an efficient tool  to extract and characterize intermittent events in 

turbulence and to identify anomalous scalings (see e.g. [4] and [5]). In this lecture it is shown how time-

frequency analysis can be useful in identifying noise sources in high-speed jets in free and installed 

configurations and to set up stochastic models to describe their dynamics. These models provides a 

probabilistic description of the main properties of the flow structures responsible for the noise emission. 

A wavelet-based technique providing the separation between acoustic and hydrodynamic pressure is also 

presented and discussed [6-7]. Examples of application of the method in jet noise as well as in 

configurations out of free jets are presented. In the field of propeller noise, examples of successful 

application of wavelet analysis will include the identification of broadband noise components and the 

description of the so-called haystacking phenomenon observed in installed configurations.  
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Abstract:
Wake flows behind cylinders are quite common occurrences found in both nature and engineer-
ing applications, where the presence of freestream turbulence is also abundant. Understanding
the flow fields around the cylinders under such flow conditions is crucial to engineering designs.
The analytical solution to the wake in the self-similar region predicts that the centreline velocity
deficit Us decays as x

−0.5
1 , while the wake half width ℓ grows as x0.51 . Here x1 denotes the stream-

wise direction. However, freestream turbulence can have significant effects on the wake velocity
fluctuations, the unsteady drag, and the wake geometry (e.g. Surry 1972, Britter et al. 1979,
Eames et al. 2011). It is particularly important, for engineering applications, to systematically
investigate how freestream turbulence affects the near- and intermediate-wakes behind cylinders
of different shapes, which is currently lacking in literature. We seek to address this gap by ex-
perimentally investigating the flow behind a circular and a square cylinder under the influence
of different freestream turbulence conditions. A total of four inflows were created with the aid of
an active grid. The freestream turbulence intensities and integral lengths scales, measured at the
cylinder position, ranged from 0.8% < ⟨u′21 ⟩0.5/U0 < 13.8% and 4.3 < L/D < 7.9 respectively.
The cylinder was mounted horizontally at 64M downstream from the active grid. The circular
diameter and the square side length were both D = 50 mm, giving ReD ≈ 35, 000. Particle
image velocimetry was used to capture the 2D planar flow field behind the cylinders. The field
of view measures 20D × 7D, or 991 mm× 348 mm in physical space.

Figure 1 shows the normalized streamwise velocity U1/U0 for all test cases in the near-wake.
While the circular cylinder shows negligible effects from the freestream turbulence, the recircula-
tion region behind the square cylinder is noticeably elongated as freestream turbulence intensity
increases, effectively giving it a more “streamlined” shape and thus reducing the wake width in
the near-wake region. This is more quantitatively shown in figure 2. Moving to the intermediate-
wake region (x1/D ≳ 3), freestream turbulence appears to induce an earlier onset of self-similar
behaviour, as seen by the closer approximations of Us/U0 and ℓ/D, in figure 2, to the analytical
solution as freestream turbulence intensity increases. In essence, the wake development is ar-
tificially “matured”. Subsequent analysis will examine intermittency to quantify instantaneous
extreme events in the wake, as well as using proper orthogonal decomposition to reveal more
insight into the wakes’ spatial features.
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Figure 1: Normalized mean streamwise velocity U1/U0 fields in the near-field of the wake, for all
test cases.

Figure 2: Streamwise profiles for all test cases for Us/U0 and ℓ/D. The blue lines in each plot
denote the corresponding analytical solutions Us/U0 ∝ (x1/D)−0.5 and ℓ/D ∝ (x1/D)0.5.
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Abstract:
The spreading of turbulence into previously irrotational fluid depends on viscous diffusion of vorticity
across a well-defined thin layer, usually referred to as a turbulent/non-turbulent interface (TNTI), which
bounds the turbulent region and separates it from the outer, non-turbulent regions. In contrast to the
extensive studies of TNTIs [1], our knowledge of the interface between flow regions with different levels
of turbulence intensity, hereinafter referred to as a turbulent/turbulent interface (TTI), remains limited,
notwithstanding its prevalence in the physical world. Kankanwadi & Buxton [2, 3] observed that both the
turbulence intensity and the integral length scale in the ambient flow correlate to enhanced entrainment in
the presence of the large-scale coherent vortices in the near wake of a cylinder, whilst a contrasting result
was observed in the far field in which background turbulence was observed to suppress the entrainment
rate with the turbulence intensity of the background turbulence playing the dominant role. An immediate
question raised by these observations is that how the geometrical and dynamical features of the TTI in
a cylinder wake spatially evolve from near to far field with the coherent motions diminishing? This is of
central interest to the present study. The turbulent wake was marked with a high-Schmidt-number (Sc)
scalar and a planar laser induced fluorescence (PLIF) experiment was carried out to capture the interface
between the wake and the ambient flow from x/d = 5 to 40 where x is the streamwise coordinate from
the centre of the cylinder and d is the cylinder’s diameter (figure 1). The cylinder is placed at various
downstream distances from various grids which are used to generate the background turbulence [2], such
that the parameter space (turbulence intensity TI, integral length scale L12) was explored as widely as
possible in order to truly investigate the behaviour of the interface between the wake and the background
flow with various “flavours” of turbulence. We conducted experiments for seven cases of (TI, L12) and the
distribution of (TI, L12) at x/d = 20, i.e. the middle of the field of view, is displayed in figure 2. Figure
3a shows that all the TTI cases have a larger mean value of mean interface position yI than the TNTI case
(case 1a) at almost all x/d positions. A transition region of the interfaces’ spreading toward the ambient
flow is found at x/d ≈ 15, beyond which the interfaces propagate at a slower rate than upstream and scale
with the local wake half-width Lϕ (figure 3b). It is also found that the location of both the TNTI and
TTI have non-Gaussian probability density functions (PDFs) in the near wake because of the influence
of the large-scale coherent motions present within the flow. Further downstream, after the large-scale
coherent motions have dissipated, the TNTI position PDF does become Gaussian. Finally, the spatial
variation from near- to far-wake of the“roughness” of the TTIs is quantified via the fractal dimension. We
found that turbulence intensity induces a higher fractal dimension of the interface in the far wake (figure
4a), while the effect of the integral length scale is more appreciable in the near wake region (figure 4b).
The evolution of the entrainment of momentum across the various TTIs is also examined in a separate
experiment of combined PIV & PLIF measurement and will be discussed in the full paper.
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Figure 1: Visualisation of the wake (a) without
and (b) with turbulence present in the back-
ground flow.

Figure 2: Parameter space (TI, L12) of the back-
ground flow in the middle of the field of view at
x/d = 20.

Figure 3: Streamwise distribution of the mean interface position (a) yI/d and (b) yI/Lϕ of all
cases.

Figure 4: Streamwise distribution of fractal dimensions of TNTI and all TTI cases. (a) Effect of
turbulence intensity, and (b) effect of integral length scale.
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The beauty of active grids and their infinite

possibilities of turbulence generation
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Wind tunnel experiments are of major importance for fundamental turbu-
lence research as well as investigation of objects under realistic reproducible
conditions. Wind turbines operating in the atmospheric boundary layer are sig-
nificantly affected by turbulence. These are high Reynolds number flows that
are hard to reproduce in experiments. To increase the possibilities of generating
turbulent flows, active grids are used. Different approaches to generate turbu-
lent flows – homogeneous, inhomogeneous, and highest Reynolds number flows
– will be presented.

Experiments are conducted in the closed test section of the large wind tunnel
Oldenburg with a cross section 3x3m2 and length of 30m. The wind tunnel
can be equipped with two different active grids. Both exhibit the same basic
design and control. One active grid consists of 80 individually controllable
shafts with attached flaps and a mesh width of 0.143m and covers the whole
cross section (Fig. 1). The second active grid is a reduced version of the first one
(Fig. 2). Only 36 shafts are mounted at the lower half of the wind tunnel and
are supported by a bar at roughly 1.22m. This way the upper half is completely
empty and laminar flow is ensured here.

This enables the generation of fundamentally different flows. While with
the common active grid flow patterns can be imprinted and highest Reynolds
number can be achieved (Fig. 3), the new half active grid enables to generate
inhomogeneous flows with strongly varying turbulence parameters (Fig. 4). By
this, the observed reduction of turbulence over height, as present in the atmo-
spheric boundary layer can be reproduced. Further, it allows to investigate the
turbulent non-turbulent interaction, with a wide range of adjustable turbulence
properties at lower heights.

Already plenty different procedures to generate turbulent flows and tailor
them the current needs are present. However, there is still a tremendous amount
of opportunities to excite new features and further customize the flows, whether
by adjusting of the shaft motion or by adaption the active grid design.

1
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Figure 1: Common active grid. Figure 2: Half active grid.

Figure 3: High Reynolds number flow generated by the active grid.

Figure 4: Turbulent to non-turbulent flow generated by the haf active grid.
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Abstract:
The customization of flows by means of active grids has fascinated the experimental turbulence
community for decades [1]. Over the years, different philosophies for the excitation of active
grids have emerged, for example, randomized spinning and flapping of the wings, synchronized
flapping motions, or the creation of flows with controlled flow patterns such as gusts, e.g., [2, 3, 4].
As a consequence, a large variety of parametric studies is available, and usually, hot-wires are
used in these experiments to characterize the evolution of small-scale turbulence structures.
Therefore, the temporal and spatial turbulence evolution are only looked at statistically, for
example, through mean values and energy spectra.

To complement this approach, we study flows generated by an active grid using both particle
image velocimetry (PIV) and the traditional hot-wires. The active grid has a mesh length of
M = 10 cm. A total of of six randomized flapping and two synchronized flapping protocols, cf.
table 1, were investigated 60 M downstream of the active grid at a mean velocity of 10 ms−1.
The PIV set-up has a field of view of 10 M in the streamwise and 2.5 M in the wall-normal
directions. This allows for a detailed comparison of the instantaneous behaviour of the velocity
field obtained by PIV with the temporally highly resolved hot-wire data. Figure 1 gives two
examples of velocities measured by hot-wire, and figure 2 shows instantaneous velocity fields for
the same excitation protocols. The fluctuation magnitude of these cases is very different. In
table 1 it is evident that the randomized actuation sequences have strong agreement between the
measurement methods, while the synchronized sequences have stark differences in the estimated
turbulence intensities (order 100%). This naturally begs the question, what is happening in the
flow and what method should we rely on? This will be explored further in this study.
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Figure 1: Examples of hot-wire measurements for case Sync. A (a) and Rand. C (b).

Figure 2: Examples of instantaneous stream-wise velocity for case Sync. A (a) and Rand. C (b).

Table 1: Comparison of mean velocities u and turbulence intensities TI obtained by hot-wire
and PIV. Sync. abbreviates synchronized flapping and rand. stands for randomized flapping.

Sync. A Sync. B Rand. A Rand. B Rand. C Rand. D Rand. E Rand. F

uhw/ms−1 9.68 9.89 9.93 9.96 9.98 10.04 9.77 9.76
TIhw/% 35 25 3 3 5 5 8 7
uPIV /ms−1 9.74 9.72 10.32 10.31 10.20 10.24 10.17 10.19
TIPIV /% 18 15 2 2 5 5 7 6
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Abstract: 

Intense vortices with vertical axes frequently form in the 

near surface atmospheric boundary layer (ABL) under 

dry convective conditions and in flat terrain (see Fig. 1). 

They are known as Dust Devils and are believed to sig-

nificantly contribute to the production of continental 

aerosol. They are extremely difficult to measure in their 

natural environment, since stationary sensors provide 

insufficient data and remote sensing methods do not 

have an appropriate spatial and temporal resolution. In 

our talk we will present the experimental part of a col-

laborative project to study Dust Devils, in which mete-

orologists, physicists and engineers are involved. The 

core idea of this work is to complement Large-eddy 

simulations (LES) and Direct numerical simulations 

(DNS) with experiments in a well-defined laboratory 

environment. We will introduce an idea, how dust devils 

can be generated in a laboratory experiment and how 

processes, which contribute to their formation, can be 

investigated. We run our experiments in a large-scale 

Rayleigh-Bénard set-up, which features most of the 

basic properties of a convective ABL. The facility is 

known as the “Barrel of Ilmenau” (www.ilmenauer-fass.de, [1]). It reproduces the typical temperature 

stratification of a convective ABL with a higher temperature at the bottom and a lower temperature at 

the top. Although, our maximum Rayleigh number in the experiment is not higher than Ra=1012 (about 

6 decades lower than that of the ABL), dust devil-like structures are expected to evolve even at these 

low Ra numbers. In order to study these structures, we use the so-called Particle Tracking Velocimetry. 

We will present a novel variety of this metrology being capable to measure the flow field in the entire 

volume of our test section of V~100 m³. We will demonstrate the application of this technology in the 

“Barrel of Ilmenau” and we will show selected results which will be published soon [2]. 
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Figure 1: Dust Devil in the desert (link: springer.com) 
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Figure 2: Full-scale reconstructed Lagrangian velocity field at Ra = 1.5 × 1010, showing a dust devil-like vortex. 
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Abstract:
The non-equilibrium e↵ect associated with the plume motions in convective turbulent flows is
investigated. The surface cooling and resultant down-flowing plumes play a dominant role in the
turbulent mixing in the stellar convection. The properties of the turbulent transports such as the
turbulent mass, momentum and energy/heat fluxes as well as spatiotemporal field configurations
are fairly di↵erent between the surface cooling non-locally driven case and the adiabatically
locally driven case (Figure 1) [1]. The spatial distribution of the turbulent fluxes in the non-
locally driven case cannot be explained by the standard gradient-di↵usion type model with the
mixing-length theory (Figure 2). In order to extract the e↵ect of plumes, the time–space double
averaging procedure is adopted, where a field quantity f is decomposed as

f =

fz }| {
hfi+ ef|{z}

f � hfi

+ f 00
|{z}
f � f

. (1)

Here, hfi is the space average of the time averaged f , ef is the dispersion part of f and is denoted
as the coherent fluctuations, f 00 is the deviation from the time average f and is denoted as
incoherent fluctuations. In this framework, the plumes are regarded as the coherent fluctuations
represented by eu (the fluctuation velocity u0 is divided into u0 = eu + u00). With this time–
space double averaging formulation, the energy transfer between the coherent and incoherent
fluctuations, eK ⌘ heu2i/2 and K 00 ⌘ hu002i/2, is expressed by the production mechanisms as

PK̃ ⌘
⌧

gu00`u00i @ũ
i

@x`

�
= �PK00 . (2)

This means that, in the presence of the coherent velocity shear, reu, energy transfer between the
coherent and incoherent fluctuation components is occurred mediated by the dispersion part of
the random fluctuation velocity correlation, gu00u00(⌘ u00u00 �hu00u00i) (Figure 3). On the analogy
of the non-equilibrium e↵ect in the Reynolds averaged model, the non-equilibrium e↵ect in the
time–space averaging procedure is expressed as [2]

NE =

8
>>><

>>>:

E


1� C⌧̃

⌧̃

hu02i �̃D

�
for �̃D < 0,

E


1 + C⌧̃

⌧̃

hu02i �̃D

��1

for �̃D > 0,

(3)

with e�D = h(eu ·r)u02i, where ⌧̃ is the timescale of the coherent fluctuation and C⌧̃ is the
model constant. The non-equilibrium e↵ect along the plume motions are represented by e�D.
The turbulent internal-energy flux he0u0i in the non-locally driven case is plotted in comparison
with the DNS (e0: internal-energy fluctuation) (Figure 4). The spatial distribution of he0u0i,
which cannot be reproduced by the standard gradient-di↵usion model with the mixing-length
expression, is well reproduced by the non-equilibrium model.
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Figure 1: Entropy distributions in our direct
numerical simulations (DNSs) for the locally
driven case (a) and the non-locally driven case
(b). The horizontal cross-section at the top sur-
face (upper) and the vertical cross-section of the
entropy fluctuation.

Figure 2: Spatial profiles of the turbulent
internal-energy flux he0u0i in our DNSs for the
locally driven case (dotted line) and non-locally
driven case (solid line).

Cooling

Plume
(Coherent fluctuation)

Random noise
(Incoherent fluctuation) PK"

Figure 3: Schematic picture of the interaction between the coherent and incoherent fluctuations.
Plumes (coherent fluctuations, depicted by thick black curved lines) are driven by the surface
cooling. The energy of the plume motions are transferred to the energy of the random noise
(incoherent fluctuation, depicted by grey circle eddies) by the interaction PK00 if PK00 > 0.

Figure 4: Spatial profiles of the turbulent internal-energy flux he0u0i in the non-locally driven
case. The results by the DNS (dotted line) and by the non-equilbrium model (solid line).
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Abstract:
Wall-attached coherent structures populating Turbulent Boundary Layers (TBLs) are responsible
for carrying approximately 60% of the tangential Reynolds stresses. This aspect of coherence
has inspired the development of non-intrusive, wall-based measurement methods that are capable
of providing an estimation of these structures in wall turbulence. For instance, linear stochastic
estimation has been used to predict the velocity field of turbulent channel flow, solely from wall-
based observations [1]. Results revealed that the velocity field in the near-wall region can be
estimated with reasonable accuracy from its footprint at the wall. An experimental sensor system
that measures a flow-quantity at the wall—thus eliminating any form of drag of the system itself—is
particularly valuable for realizing real-time, wall-based flow control methodologies that are aimed
at, e.g. heat transfer enhancement or turbulent drag reduction [2]. In tandem to the proof-of-
concept of such a sensor, the estimation schemes for the off-the-wall velocity field (with the sensor
field as input) needs investigation and will demonstrate its applicability for control-sensing.

This work has investigated an experimental arrangement, consisting of a non-intrusive film-
based sensor embedded within the wall below a TBL flow, and synchronized flow-field measure-
ments using PIV. The experimental campaign was carried out in an open-loop wind tunnel at
the Delft University of Technology, comprising a cross-sectional area of 60× 60 cm2; nominal free-
stream velocity settings of 5m/s and 10m/s were selected. A TBL was generated downstream of
an initial trip (P40-grit sandpaper) applied on all four walls, and developed under ZPG conditions
having a curved ceiling. Measurements were conducted at two friction Reynolds numbers of 990
and 1800.

Instantaneous flow fields were measured using planar PIV, in a wall-parallel plane at the start
of the logarithmic region around y+ = 80. Synchronized convective heat transfer fluctuations
on the wall beneath the PIV field-of-view were measured using high-repetition-rate infrared ther-
mography. For this purpose, a non-intrusive and flush-mounted heated-thin-foil sensor [3] was
designed, manufactured, and mounted on the bottom wall at the mid-span position. The sensor
comprised a thin stainless-steel foil of 10µm thickness, and was heated by a direct current that was
uniformly applied across the two spanwise leading- and trailing-edge sides of the foil. With data
of the input heat flux q̇in (due to the Joule heating) and the foil temperature Tw, the convective
heat transfer coefficient between the foil and the flow was estimated through an energy balance
on the foil [4]. Finally, instantaneous distributions of the convective heat transfer coefficient are
presented in non-dimensional form, in terms of the Nusselt number Nu ≡ hl/k (figure 1 left) along
with instantaneous fluctuating velocity fields (figure 1 right).

Previous studies in the water tunnel of Universidad Carlos III de Madrid successfully applied the
proposed technique with a water fluid-medium. In this work, it is shown that this arrangement is
capable of obtaining simultaneous measurement of flow and heat transfer fluctuations in air. The
time-resolved heat transfer measurements captured the instantaneous convective heat transfer
coefficient at the wall, which depicts the footprint of the large-scale wall-attached flow structures.
Also, the synchronized measurements enable investigating the correlation between the stream-wise
velocity fluctuations and the heat transfer fluctuations at the wall. Present results are potentially
valuable for flow control methodologies aimed at heat transfer enhancement and drag reduction.
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Figure 1: [Left] An instantaneous fluctuation Nu field captured at the wall. [Right] The stream-
wise velocity fluctuation field u

′
at y+ = 80 captured at the same time instant.

The coordinate system shows the stream-wise and span-wise directions in viscous units, and flow
is from left to right.
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Abstract:

In turbulent free shear flows such as jets, wakes and plumes, a sharp interface continually deformed
over a wide range of scales separates the turbulent from the irrotational flow region: the turbulent/non-
turbulent interface (TNTI) [1]. Near the TNTI, the exchanges of mass, momentum, and scalars (temper-
ature) occur across this interface, making its study relevant to many engineering and geophysical flows,
e.g., the dynamics near the TNTI govern the entrainment and mixing rates in turbulent reacting jets.
Several previous works have focused on the role of vorticity or enstrophy in free shear flows, but they
mainly concentrate on jets, wakes or mixing layers, as reviewed in [2]. Among these different flow config-
urations, a notable exception is the work in [3], which discussed aspects of the TNTI on a plane temporal
plume. In line with this investigation, the present study aims to elucidate the role of enstrophy close to
the sharp interface that separates the turbulent plume from the non-turbulent surroundings. The flow
problem considered here is for a Reynolds number based on the initial conditions Re = 200 and Prandtl
number Pr = 1. The domain is a cuboid of size 144H × 144H × 96H and has been discretized with
3240× 2880× 1920 elements. From the initial conditions, the flow freely evolves in time. The data sets of
the velocity fields, pressure and temperature are here analysed at a t = 40 where we observe a Reλ ≈ 89.
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Figure 1: Cross-section showing loga-
rithmic enstrophy contour normalised
by the mean centre-line enstrophy,
isolines of fixed threshold values,
log10(ωthr/⟨ωcl⟩), are also shown.

Temporal evolving flows do not show the typical shape
of a jet or wake. Here the average interface is flat but in-
stantaneously appears strongly convoluted with bulges and
re-entrant zones as in Fig.1. Analysing the flow topology,
two main classes of coherent tube-like vorticity structures are
observed: the large vorticity structures (LVSs) and the in-
tense vorticity structures (IVSs), consistent with what was
observed in [4]. Visually the IVSs, identified by the λ2-
criterion, are smaller than the LVSs and exhibit no prefer-
ential orientation as in Fig 2. Conversely, the LVSs tend to
be aligned in the spanwise or streamwise direction. Moreover,
these structures show a striking correlation with the interface
bulges confirming that they define its geometry, see Fig. 3.

Moving to the quantitative analysis of the enstrophy bud-
get, the traditional averaging procedure regarding the global
reference frame in the cross-flow direction turned out to
be unsuitable for properly studying the enstrophy dynamics
close to the interface. Thus, an analysis of the mean en-
strophy budget conditioned to the instantaneous position of
the TNTI has been performed. The conditional budget con-
firms that the enstrophy dynamics is dominated by inviscid
production and viscous destruction but highlights some in-
teresting results. The viscous diffusion term is fundamental
for the enstrophy increase close to the TNTI. Furthermore, in
the conditional mean enstrophy budget, the convective term
shows a different trend than that observed in jet flows [5].
Lastly, the baroclinic torque is essentially negligible for al-
most all the cross-flow directions. However, at the interface

location, it undergoes a relatively large increase in magnitude that nearly matches what was already
observed [3], acquiring 16% of the net enstrophy budget balance.
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Figure 2: Large vorticity structures (LVSs)
identified by a low pressure iso-surface (yellow)
and intense vorticity structures (IVSs) identi-
fied by the λ2-criteria (red).
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Figure 3: Temporal plume TNTI interface iden-
tified by an enstrophy iso-surface (blue) and
large vorticity structures (LVSs) identified by a
low pressure iso-surface (yellow).
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Abstract: 
Turbulent buoyant plumes are a significant class of geophysical flows that occur whenever a persistent 
source of buoyancy creates a rising motion in buoyant fluid upward and away from the source. 
Wildland fire plumes, and atmospheric convective plumes, are examples of geophysical scale plumes, 
and in which it has been shown that helicity exists. The key mechanism that dominates the vorticity 
dynamics is stretching by turbulence fluctuations[1]. Studies have demonstrated the intensification of 
the local vertical vorticity by the stretching mechanisms causes the swirling nature of thermal plumes. 
Chen and Bhaganagar recently demonstrated that both the velocity and thermodynamic fluctuations 
contribute in the enhancement of the turbulent kinetic energy[2] 
In helical flows, such as thermal wildland fire plumes, both energy, and helicity (scalar product of 
velocity and vorticity) are the two inviscid invariants of symmetrical three-dimensional Navier–Stokes 
equations. The direction of the turbulent energy transfer is, thus, given by the net flux of turbulent 
kinetic energy and helicity In this talk, we present new discoveries on the energy cascading in turbulent 
buoyant plumes are presented. A high-resolution large eddy simulation is used simulate buoyant gas 
plumes. The helicity and turbulent kinetic energy spectra reveal consistent trends and demonstrate a 
deviation from the classical Kolmogorov's inertial spectra at high wave numbers. Turbulent energy 
transfer is strongly associated with buoyant plume developments. With strong anisotropic structures 
found inside plumes, the possibility of double energy cascade is explored. And becomes critical to 
understand geophysical and astrophysical systems. Additional insight into turbulence physics has been 
confirmed in this study: the forward cascading of energy exists only at higher wavenumbers, whereas 
the flux of energy and helicity flows from smaller to large-scale structures for the large-scale 
structures. 

 In buoyancy-generated flows, the turbulence generated by the active scalar field (e.g. density 
field in wildland fire smoke or temperature in thermal plumes) interacts non-linearly across multiple 
scales (See Fig.1).  This raises an important scientific question - How does the buoyancy forcing 
modify the turbulence spectra? and does the forcings at these smaller-scale move the energy to the 
larger scales ? We investigate these questions.  

Spectral analysis of the turbulent structures provides crucial information on the energy transfer 
processes within plumes. The vertical spectra shows a consistent -3 slope[Fig. 2]. This is a deviation 
from the Kolmogorov's isotropic slope of $E ~ k{-5/3} for the inertial regime. One of the possibilities is 
due the existence of buoyancy waves caused by the variations in density.  Several theories have been 
proposed to explain the spectral slope of -3. This trend has been confirmed for both thermal plumes 
and buoyancy gas plumes.   

Overall, our data present unambiguous evidence of the existence of inverse and forward 
cascades in both thermal and gas plumes. The new knowledge on the existence of inverse cascades in 
three-dimensional buoyancy-driven plumes will have an important impact on our fundamental 
understanding of flows in the atmosphere such as stratified atmospheric flows, compressible high-
speed flows, flows with mixing, and flows with heat dissipation effects.   
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Figure 1: Spatial evolution of the plume with strong vorticity and helicity 
 

                                                           
 

Figure 2: Turbulent Kinetic Energy spectra (a) Horizontal component (b) Vertical Component  
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Abstract:
The criteria of non-equilibrium boundary layers are studied using zero pressure gradient (ZPG)
and adverse pressure gradient turbulent boundary layer (APG TBL) data sets over a range of
Reynolds number. Although the term “equilibrium” in TBLs takes on a variety of definitions
these have been mainly set in terms of self-similarity or via properties of the stresses, e.g. [1, 2].
The latter of these is interrogated herein, as it holds the promise to embrace a more comprehen-
sive framework for characterizing non-equilibrium and flow history effects.

The stress balance for the APG TBL is as follows:

ν
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+ (−y
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= uτ
2, (1)

where y′ is a dummy variable of integration. The viscous stress (VS) reaches unity at the wall
(y = 0) and there the Reynolds stress (RS) is zero. Like the ZPG case, the balance includes a
non-constant mean inertia stress (MIS) term, and like the channel flow case there is a pressure
stress (PS) term dependent on the wall-distance. Unlike the ZPG case, the magnitude of −uv/u2

τ

is no longer bounded by 1. Since it has been previously observed in various APG TBL studies
that the friction velocity uτ is not the characteristic velocity scale for APG TBLs, it is beneficial
to look at different velocity scalings. In [3] a velocity scale,

u2
hyb ≡ u2

τ +
y

ρ

dP

dx
(2)

exhibited relative success in scaling the Reynolds stress over a range of Clauser pressure gradient
parameter, β, and friction Reynolds number.

The stress balance terms from (1) are shown in figure 1. In panels numbered 1-4 the changes
in β are small, as seen in figure 2. At these locations the distance between the uhyb

2 and RS
decreases up to the peak in the RS profile, indicating that the VS and MIS terms are negligible
in this region. In panels 5-7, however, β is now rapidly changing and the PS and MIS profiles
have dropped significantly in the outer region and and the local uhyb

2 profile no longer behaves
similarly to the local RS profile. Instead the uhyb

2 from panel 4 (plotted as red dashed lines)
behaves similarly to the RS profile in panels 5-7. This observation suggests a reconsideration of
what is implied by equilibrium. Namely, when the PS and RS terms locally balance, as in panels
1-4, the boundary layer can be considered to be in equilibrium according to this underlying
structure. Beyond this point (e.g., panels 5-7), where there is a qualitative change in the stress
balance, the flow exhibits non-equilibrium behaviour. As such, in this study we explore the
broader hypothesis that the cross-over from equilibrium to non-equilibrium, corresponding in
the present scenario to where the MIS transitions from positive to negative, is dynamically
characterized by a qualitative change to the internal leading order stress balance.
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Figure 1: Stress balance. The panels are numbered 1-7, and correspond to the locations indicated
in figure 2. Top panels: : local Reynolds shear stress, : local mean inertia stress, :
local uhyb

2, : local uτ
2. : Profile of uhyb

2 from panel 4. Data from [4].

Figure 2: β = t∆/tPG plotted as solid lines and markers are plotted as triangles. β =
(δ∗/τw)/(dP/dx) at y/δ = 0.5 plotted as dashed lines and markers are plotted as stars. Solid
markers indicate the point where the β reaches its maximum along the flow. The markers out-
lined in red indicate where β begins to rapidly decrease and where the maximum of −uv/u2

τ of
the APG cases matches the maximum of the ZPG case at similar Reynolds number. The markers
outlined in black indicate where β = (δ∗/τw)/(dP/dx) at y/δ = 0.5 is equal to 0. Data from [4].
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Abstract: 

To understand turbulence structure at wall-bounded flow in deeply, turbulence statistics for not only 

streamwise but also wall-normal and spanwise components are essential. Moreover, to investigate 

universality of a wall-bounded turbulence, high Reynolds number experiment which can identify clearly 

the inner and outer layer regions is also required. In this study, we report turbulence statistics for three 

components up to Reτ ≈ 20000 using laser Doppler velocimetry (LDV) at ”High Reynolds number actual 

flow facility (Hi-Reff)”. Since the turbulence intensity is generally overestimated at the inner region with 

large velocity gradient due to the spatial resolution issue in LDV measurement, the measurement data 

were corrected by the following equation proposed by Durst et al.1,   

 
𝑢𝑚𝑒𝑎𝑠

′2 = 𝑢𝑐𝑣
′2 +

𝐿2

16
(

𝑑𝑈𝑐𝑣

𝑑𝑦
)

2

+
𝐿2

32
(

𝑑2𝑢𝑐𝑣
′2

𝑑𝑦2 )  (1) 

where U and u‘are respectively the mean velocity and turbulence intensity. L is the control length, 

subscript meas is the measured value and subscript cv is the value at the center of the control length. The 

results of turbulence intensity profiles for 3 components agree well with the previous DNS data (Fig. 1). 

Furthermore, in this study, we discuss Reynolds number dependence of the three components turbulence 

statistics, with comparisons to previous high Reynolds number experimental data by other facilities. 

To conduct spectrum analysis, the discrete time series data obtained using LDV were reconstructed into 

equal time interval data by the Sample and Hold reconstruction method2. By verifying the reconstruction 

method and appropriate sampling rate, the pre-multiplied spectrum (PMS) obtained in this study show 

nice consistency with previous data using hot wire (Monty et al.3), except the high wavenumber at near 

the wall (Fig. 2). PMS around the overlap region shows a bi-modal distribution constructed by large-

scale motion (LSM) and very large-scale motion (VLSM) as reported by Kim and Adrian4. VLSM is 

energetically dominant at more inner region of the overlap region, while the LSM becomes energetically 

dominant at at more outer region of the overlap region. We report the results of the spectral analysis from 

Reτ≈3000 to 20000 and discuss the turbulent structures such as attached eddy, VLSM, and LSM from 

the turbulence statistics and PMS for three components. 
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Figure 2. The comparison of PMS distributions with 

previous data measured by hot-wire. The black solid 

lines are present results y+≈15, y+≈190 (y/R≈0.064), y+

≈870 (y/R ≈0.293), y+≈1890 (y/R≈0.638) at Reτ=2960. 

The broken lines are PMS reported by Monty et al. 

(2009) at y+≈15, y+≈180 (y/R≈0.060), y+≈800 (y/R≈

0.265), y+≈2000 (y/R≈2/3) at Reτ=3005.  
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Figure 3. Contour maps of pre-multiplied spectra with 

wall distance y+ at Reτ=11200. The red diamonds 

indicate LSM peaks of PMS and the blue diamonds 

indicate VLSM peaks. 
Figure 1. Turbulence intensity profiles for three 

components at Reτ ≈1000 to 20000.Broken lines 

are DNS data in previous researches.   
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Abstract:

Effects of system rotation have pivotal effects on turbulence in engineering flows, e.g., turbomachinery.

Turbulent plane Couette and Poiseuille flows are typical flow configurations for studying the spanwise system

rotation on the wall turbulence[1,2].   When the imposed rotation has the opposite sense as the mean vorticity,

turbulence is enhanced and secondary flows are generated, which flow configuration is coined as the anticyclonic

rotation.  The important result of the anticyclonic rotation is the emergence of the linear mean velocity profile, i.e.,

LMV, in the channel center, and zero absolute vorticity, i.e., ZAV, where mean vorticity related to mean velocity

gradient is negatively equal to the imposed rotation frequency, i.e., 2Ω, and hence, the sum of the mean vorticity

and 2Ω becomes zero[1,2].  The other important characteristic is reported in the rotating plane Couette flow; under

the typical rotation number, the S-shaped mean velocity, i.e., SSMV appears, and the velocity gradient becomes

negative in the center of the channel, which is verified in both experimental and numerical studies [3,4,5,6].

In contrast, the above results are on the condition where the direction of the mean flow is always in the

streamwise direction, and to the authors’ knowledge, the effects of its veering in the spanwise direction, because of

the curvature of the wall and pressure gradient, are not studied.   Hence, in this study, the effects of the veering in

the spanwise directions are numerically studied by imposing an oscillating spanwise mean pressure gradient, which

is coined as OSMPG, on the turbulent rotating plane Couette flow. Direct numerical simulations of an

incompressible turbulent Couette flow as shown in Fig. 1 are performed with a spectral method, as indicated by

our previous study [6].

The Reynolds and rotation numbers are chosen so that the ZAV and SSMV are observed.  The sign of the

imposed mean pressure gradient is periodically changed, and hence, mean flow in the spanwise direction is almost

negligible, when it is averaged over the cycles of the oscillation.  The two major effects of the OSMPG are observed.

At first, OSMPG disrupts the secondary flow, which results in the significant attenuation of the skin friction

coefficients (Fig. 2).  Secondly, OSMPG enhances the near-wall turbulence by generating the shear in the spanwise

direction; induced spanwise velocity is shown in Fig. 3.

 As a result of these effects of imposing OSMPG, we find that in the case where ZAV is observed, the oscillating

mean pressure gradient does not affect the mean velocity profile.  In contrast, in the case where the SSMV is

observed, the mean velocity profiles are significantly changed; SSMV is drastically shifted to the LMV (Fig. 4).

These studies indicate that LMV requires sufficiently disturbed regions in the wall vicinity to dissipate the

turbulence generated in the wall vicinity, and not to transport them into the region away from the wall.
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Figure 1: flow configuration and coordinate system in rotating Couette flow; a flow is driven by moving
walls with a constant velocity Uw in the opposite streamwise directions.  By assuming the anticyclonic
system rotation in the spanwise direction, the flow is dynamically unstable in the entire regions of a

channel; X and Z are determined as 15 and 10, respectively, for the sufficient numbers of the secondary
flow to be included; the grid points are 256,128, and 128, in the x, y, and z directions, respectively;

OSMPG dP(z)/dz is also imposed in the spanwise z direction

Figure 2 (left): Time development of streamwise skin friction coefficients; Rew=Uw/Ro=2/Uw,

and P=dP/dx(/u
2), where uisfriction velocity on the condition not imposing the OSMPG      Figure

3 (right): Time development of spanwise mean velocity profiles in the case of Rew700Ro004P2

Figure 4: Distributions of mean velocity profiles; the figure on the right is the close-up of the figure on
the left
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Abstract:
A new understanding of spatially accelerating turbulent boundary layers is proposed to help
explain the evolution of turbulence and the emergence of laminarisation in these flows. Spatial
acceleration occurs in a range of engineering applications including turbomachinery and mod-
ern high-lift aircraft systems [1] where the sudden changes in skin friction and heat transfer
coefficients associated with laminarisation can have a significant effect on flow behaviour [2].
Laminarisation has been found to occur for acceleration parameter, K = ν

U2
dU∞
dx & 3 × 10−6

and is characterised by the domination of the slowly evolving Reynolds stresses by the pressure
gradient [3] with mean flow parameters tending towards values more typical of laminar flows. In
this study, we perform direct numerical simulations (DNSs) of spatially accelerating turbulent
boundary layers with inflow conditions generated using the recycling-rescaling method [4]. Four
cases are presented which cover a range of acceleration parameters and include those that clearly
begin the process of laminarisation with Kmax > 3 × 10−6 (cases 1 & 2) and those that do not
(cases 3 & 4).

The results show that all these cases undergo a process of transition similar to that found in
temporal acceleration (He and Seddighi [5]). This transition process is characterised initially by a
large increase in the near-wall mean shear due to the resistance to the acceleration provided by the
wall and viscous effects. This results in the amplification of the near-wall streaks through the lift-
up effect without accompanying increases in the transverse components which is reflected by the
development of the Reynolds stresses in figure 1. Eventually, these streaks break down forming
turbulent spots which spread as they are convected downstream. The formation and growth
of turbulent spots for one of the weaker accelerations can be seen in figure 2 with the sudden
increase of v′v′ and w′w′ at this location clear in figure 1. Key differences are identified between
the stronger and weaker accelerations. This includes an absolute reduction of the transverse
stresses in cases 1 and 2 whereas cases 3 and 4 do exhibit substantial changes. The present
results also identify for the first time important differences between the reduction of v′ and w′ in
the stronger accelerations with the peak of the former found to move away from the wall across the
mean streamlines whereas the latter tends to follow the mean streamlines residing closer to the
wall as the flow approaches the quasi-laminar state. There are also significant differences in the
behaviour of the Reynolds stress budgets between these two components during laminarisation.
Work is ongoing to precisely identify the mechanism behind the absolute turbulence reduction
observed in the stronger accelerations.

†Email: mfalcone1@sheffield.ac.uk, Presenting and corresponding author.
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Figure 1: Wall-normal maxima of normal Reynolds stresses. (a): laminarising case, (b) non-
laminarising case.

Figure 2: The onset of transition in a non-laminarising spatial acceleration. (a): u′, (b): v′.
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Abstract:

The convective heat transfer enhancement in a turbulent boundary layer (TBL) on a flat plate is
optimised using an artificial intelligence control based on linear genetic algorithms. The actuation system
consists of an array of 6 streamwise-aligned slot jets in crossflow, as shown in figure 1. The jets are divided
into two groups, assigning independent control laws, b1 and b2 for odd and even jets, respectively. The
actuation is achieved by the full-modulation of the jet in crossflow by means of an open-loop optimal
periodic forcing defined by the carrier frequency f , the duty cycle DC and the phase difference ϕ between
actuators as control parameters (Ξ = [f1, f2, DC1, DC2, ϕ]). The considered optimisation framework in
this work lies under the definition of Machine Learning Control (MLC) [1], particularly focusing on the
integration of linear genetic algorithms. The control laws are optimised with respect to the unperturbed
TBL and actuation with a steady jet. The optimisation process is driven by the cost function J , defined
as a multi-purpose function that includes wall convective heat transfer and the cost of the actuation. The
performance of the controller is quantified by infrared thermography, providing the value of the convective
heat transfer coefficient in its dimensionless form, the Nusselt number Nu. The perturbed flow field is
characterised with particle image velocimetry measurements to assess the flow topology upon the action
of the jets.

The action of the jets considerably alters the flow topology compared to the steady-jet actuation, as
illustrated in figure 1. The LGAC controller progressively learns the best set of control parameters for
the convective heat transfer enhancement problem (see figure 2). After a few generations, the controller
converges to a characteristic actuation frequency and duty cycle, while the rest of the learning process
is used to tune the phase between odd and even jets. Interestingly, the preferred frequency found by
the machine-learning algorithm coincides with that identified in our previous experimental investigation
employing a single jet [2]. It is noted that such frequency is strikingly equal to the inverse of the charac-
teristic travel time of large-scale turbulent structures advected within the near-wall region. The optimal
controller yields a slightly asymmetric flow field. The phase difference between multiple jet actuation has
shown to be very relevant and the main driver of the flow asymmetry. The results pinpoint the potential
of machine learning control in unravelling unexplored controllers within the actuation space. Our study
furthermore demonstrates the viability of employing sophisticated measurement techniques together with
advanced algorithms in an experimental investigation.
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Figure 2: Optimisation process of the LGAC algorithm. (Left) progress of the cost function
J along the generation. (Right) evolution of the Nusselt number distribution downstream the
actuators for three selected generations.
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Abstract:
A series of direct numerical simulations of turbulent asymptotic suction boundary layer (TASBL)
is performed in a periodic domain, on which constant suction is applied over a flat plate. “Asymp-
totic” refers to the regime once the boundary layer has developed spatially and reached a constant
boundary-layer thickness. The flow becomes independent of the stream-wise location and the
suction rate acts as the only control parameter, writing Re = U∞/V0 = 1/Γ. The study is per-
formed in order to understand the discrepancy between the results of the numerical simulations
in Khapko et al. (2016) [1] and the experimental data given by Ferro et al. (2021) [2]. The
driving idea is that the difference in the statistics for the cases studied in the publications afore-
mentioned is due to the presence of intermittent structures of laminar flow, developing in both
temporal and spatial sense. These intermittent laminar regions in the extent of the developed
turbulent flow cause lower values of the flow statistics which are appreciable in the data set of
the numerical simulation while they appear to not be present in the experiments, evidenced by
the higher fluctuation values. This is a clear discrepancy between simulation and experiments.
The observation of intermittency is made possible by the application of flow tripping which
removes laminar regions, making the turbulence fully developed and increasing the statistics
values. The DNS were performed at different suctions rates which correspond to Re above the
critical Reg = 270, as stated in [1]. The domain size of temporal simulations is (Lx, Ly, Lz)
is (200, 100, 100) and their resolution (Nx, Ny, Nz) is (128, 257, 128). The results of the DNS
performed at different suction rates and with the application (or not) of tripping with different
amplitudes are shown in Figure 1 with comparison of the results obtained in [1],[2]. The domain
size of spatial simulations is (Lx, Ly, Lz) is (3000, 50, 50) and their resolution (Nx, Ny, Nz) is
(960, 121, 64). The results of the DNS performed at different suction rates are shown in Figure 2
with comparison of the results obtained in [1], [2]. The statistics taken from the simulations at
different stream-wise positions also support the developing character of the flow with increasing
intermittency further downstream. Thus, we can conclude that the actual flow state at these
marginal Reynolds numbers is indeed an intermittent one, with lower fluctuation values as the
experimental data would predict. Thus the issue of long development lengths discussed by Bobke
et al. (2016) [3] is still relevant.
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Figure 1: Maximum of velocity variance in inner units. Filled circles, the results of temporal
simulations; black diamonds, DNS by Khapko et al. (2016) [1]; black line, experimental fit
proposed in Ferro et al. (2021) [2]

Figure 2: Maximum of velocity variance in inner units. Filled circles, the results of spatial
simulations; black diamonds, DNS by Khapko et al. (2016) [1]; black line, experimental fit
proposed in Ferro et al. (2021) [2]
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Abstract:
We present recent results on the analysis of turbulent flow structures in a cubic Rayleigh-Bénard (RB) convection
cell based on measurement data processed by Particle-Tracking-Velocimetry (PTV) techniques. The RB convection
is a canonic flow suited to study the principles of turbulent thermal convection because of its geometrically simple
configuration, i.e. a cylindrical or rectangular shaped container which is cooled from above and heated from below
(Brown and Ahlers, 2006). The latter cause an interplay of warm fluid rising up from the heating plate and cold
fluid descending from the cooling plate. The configuration of interest is the cubic RB cell since the dynamics of
the flow are guided by meta-stable (Wei, 2021) large scale circulations (LSC). In this case, the LSC are circular
flow structures oriented along one of the cell diagonals which are rotating clockwise or counterclockwise along
the present cell diagonal. The dynamics of the LSC is meta-stable because its current orientation only lasts for a
limited time window. Vasiliev et al. (2016); Bai et al. (2016); Ji and Brown (2020) showed the LSC statistically
disorder and then reorder in a different meta-stable configuration due to flow reversal events.
To analyse the flow dynamics leading to the reversal events, we present and discuss optical, non-invasive measure-
ments of a turbulent Rayleigh-Bénard convection in a newly constructed cubic cell. The cell is equipped with an
optically transparent cooling plate in order to be able to illuminated the measurement volume from above. This
arrangement allows the flow to be observed through the side walls of the cell, which are made of glass, with a view-
ing angle of up to 360°. The cooling plate is made of sapphire glass and the heating plate is made of aluminium.
Both materials allow a homogeneous temperature distribution due to their high thermal conductivity. During the
measurement, the cell is filled with water to reach a Prandtl number of Pr ≈ 6.9. A RB convection in the hard
turbulence regime is realized by achieving a Rayleigh number of Ra ≈ 3 · 108. Vishnu et al. (2020) suggests that
in this regime the time scale to observe a reversal event is about 2 to 3 hours because the LSC contains a lot of
turbulent kinetic energy which makes the LSC quite stable against reorientation. To make sure that at least two
reversal events fall within the measurement they are extended to up to 8 hours. Thereby, for the flow visualisation
high-quality polyamide particles from LaVision with a mean diameter of 60µm are seeded in the flow. The particles
have a density of ρ = 1.001ρH2O, to ensure buoyancy neutral seeding particles.
In the last years Particle-Tracking-Velocimetry (PTV) became one of the most popular optical, non-invasive flow
measurement techniques. PTV reconstructs the 3D path of individual seeding particles in a Lagrangian frame.
Therefore, even complicated turbulent flow structures occurring on large as well as on small scales can be ob-
served without interfering the flow. To determine particle trajectories from the measurement data our novel open-
source probability-based Particle-Tracking-Velocimetry framework named pyPTV is applied. The framework will
be freely available in mid-2023 and is completely written in Python. It allows the user to perform a full PTV routine
on a given data set including image-processing, calibration and PTV algorithms including post-processing tools like
track repairing and backtracking. Consequently, the pyPTV framework can be used to interpolate Eulerian velocity
flow fields on Cartesian coordinates from the processed Lagrangian particle trajectories. An example of the particle
trajectories obtained with pyPTV and a section of an instantaneous Eulerian velocity field along the LSC diagonal
reconstructed from the particle trajectories is shown in Fig. 1.
At the conference, we want to present the analysis of the LSC dynamics based on Eulerian flow fields extracted from
PTV trajectories. Here, the interplay between primary and secondary circulation structures is studied by applying
a Proper-Orthogonal-Decomposition (POD). In addition, the dynamics of the LSC inside the cubic RB convection
upon observing flow reversal events will be investigated by analysing the turbulent kinetic energy budget of the
flow.
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Figure 1: Left: reconstructed particle trajectories of an experimental RB convection with Ra ≈ 1 · 1010

and Pr ≈ 6.9. Right: instantaneous Eulerian velocity field along the LSC diagonal (X =Y ) reconstructed
from the particle trajectories. Both plots are color coded by the vertical velocity component vz.
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Abstract:
The well-known failure of wall scaling of the streamwise turbulent intensity in closed channel flows
(CCF) is associated with the appearance of very-large-scale motions (VLSMs, [1]). In turbulent
open channel flow (OCF), VLSMs are larger, more energetic and appear at lower Reynolds
number than in CCF [2, 3]. Thus, to investigate the scaling of turbulence intensities and its
relation to underlying coherent structures in OCF, we carried out direct numerical simulations
of both OCF and CCF of friction Reynolds numbers up to Reτ ≈ 900 in large computational
domains (Lx/h×Lz/h = 12π× 4π). Figure 1 shows the turbulent intensities normalized by the
bulk flow velocity ub. Unlike CCF, where the streamwise turbulent intensity scales neither in wall
nor in bulk units (figure 1b), our data suggests that urms in OCF scales with the bulk velocity
ub for Reτ & 400. This difference in scaling behavior of OCF with respect to CCF is presumably
caused by contributions from VLSMs as depicted in figure 2(a,b). In OCF, VLSMs are linked to
so-called super-streamwise vortices (SSVs), which are statistically difficult to track [6]. However,
in figure 2(c,d) we visualize SSVs in terms of the two-point correlation of the streamfunction of
the streamwise-averaged, crosssectional velocity components. Similar to VLSMs, SSVs are more
intense in OCF than in CCF and they occur much more regularly in the shape of alternating
positive and negative vortices. Summarizing, at the conference, we are going to present new
evidence of bulk scaling of the streamwise turbulence intensity in OCF and relate it to underlying
coherent motions, such as VLSMs and SSVs. In addition, we are going to look at the scaling of
the near-surface layers in OCF.
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Figure 1: Turbulence intensities normalized by ub as function of the distance from the wall y/h
for OCF (a) and CCF (b): , urms; , vrms; , wrms. Solid lines, Reτ ≈ 200; dashed lines,
Reτ ≈ 400; dashed-dotted lines, Reτ ≈ 600; dotted lines, Reτ ≈ 900. The insets show a zoom
for the streamwise turbulence intensity component. The symbols ( ) in (b) indicate a profile
from OCF measurements by [3] at Reτ = 2407. The gray lines in (d) indicate CCF DNS data at
Reτ = 2003 ( , [1]), Reτ = 5186 ( , [4]), Reτ = 10049 ( , [5]).
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Figure 2: (a,b) Iso-volumes of the streamwise fluctuating velocity u′ in OCF (a) and CCF (b)
in a subvolume of the flow domain lx × lz = 4πh × 2πh, 0.5 ≤ y/h ≤ 1 for Reτ ≈ 600. (c,d)
Two-point correlation of the streamfunction of the streamwise-averaged, crosssectional velocity
components Rψψ with ψ = ψ〈v〉x〈w〉x in OCF (c) and CCF (d) around y0/h = 0.5 normalized by
(uτh)2 for Reτ ≈ 900; Blue solid (red dashed) iso-contours indicate values of Rψψ = +(−)10-5 to
+(−)6.6 · 10-4 with an increment of 5 · 10-5.
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Backward-facing-step (BFS) flows occur when there is a sudden expansion in the geometry. Such
configurations give rise to separated flows that eventually reattach, a common occurrence in na-
ture and manufactured systems. The reattachment zone is crucial because it sets the initial
conditions for the recovery process downstream and affects properties such as heat and mass
transfer, skin friction and drag. Thus, estimating the reattachment length (Xr) is very signifi-
cant. This length is known to be affected by the step height (h) and incoming boundary layer
parameters [1, 2]. However, the relationship between the reattachment length and the incoming
flow’s turbulent properties is not fully understood, motivating the current study.

The experiments were conducted in a water channel facility and an active grid was used to
generate different freestream turbulence conditions. Further details regarding the facility and
active grid can be found in reference [3]. Three BFSs with different step heights (45 mm, 35 mm
and 18 mm) were each subjected to three different freestream turbulence conditions. An LDV
system was used to obtain freestream statistics of the incoming flow and a planar PIV system was
employed to measure the velocity fields. Figure 1 shows the mean streamwise velocity fields for
the three BFSs corresponding to the most turbulent case. These figures display the recirculation
zone, separating shear layer, reattachment, and the recovering boundary layer.

The reattachment length for each test cases was determined by finding the point closest to
the bottom surface with zero mean velocity [1]. Preliminary findings indicate that Reh (Reynolds
number based on h, figure 2a) is most influential, causing an increase in the reattachment length.
Increasing turbulence intensity (TI = u′/U∞) or integral length scale (Lu,∞) results in a shorter
reattachment length as observed in figures 2b and c, but the magnitude of the change is smaller
than the changes induced by varying the step height. Using these measurements, a universal
scaling that can predict the reattachment length will be derived. Furthermore, the physical prin-
ciples that result in the observed trends and the impact of turbulence on the post-reattachment
recovery process will be investigated.
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Figure 1: Mean streamwise velocity fields (u/U∞) for the three BFSs corresponding to the most
turbulent case. The black rectangles are the BFSs and the green lines represent u/U∞ = 0 trace.

Figure 2: Variation of reattachment length Xr with (a) Reh, (b) turbulence intensity (TI =
u′/U∞) and (c) integral length scale (Lu,∞).
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Abstract:
We study the three-dimensional Reversible Navier-Stokes equations first introduced by [1], [2], in which
the energy is kept constant by adjusting the viscosity over time. We perform numerical simulations
of these equations using a new framework called log-lattices, to reach extremely large resolutions at a
moderate numerical cost. This technique allows us to explore regimes of parameters that were out of
reach of the previous direct numerical simulations of [2]. Using the non-dimensionalized forcing as a
control parameter, and the square root of enstrophy as the order parameter, we confirm the existence of
a second order phase transition well described by a mean field Landau theory. The log-lattices framework
allows us to probe the impact of the resolution, highlighting an imperfect transition at small resolutions
with exponents differing from the mean field predictions. Our findings are in qualitative agreement with
predictions of a 1D non-linear diffusive model, the reversible Leith model of turbulence.
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Figure 1: Second order transition for Reversible Navier-Stokes on log-lattices. Figure
shows the variations of the square-root of the enstrophy as a function of a dimensionless control
parameter Rr = f0

E0kf
. f0 being the forcing amplitude, E0 the total, conserved, kinectic energy

and kf the injection scale. N corresponds to the number of modes.
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Abstract:

A dual scaling of the turbulent longitudinal velocity structure function (δu)n, i.e. a scaling
based on the Kolmogorov scales (uK , η) and another based on (u′, L) representative of the large
scale motion, is examined in the context of both the Karman-Howarth equation and experimental
grid turbulence data over a significant range of the Taylor microscale Reynolds number Reλ.
Here, u is the longitudinal velocity fluctuation in the direction x, δu = u(x+ r)− u(x), r being
the separation in the direction x; η = (ν3/ε)1/4 and uK = (νε)1/4 are the Kolmogorov length

and velocity scales respectively; L is the integral length scale; u′ ≡ u2
1/2

; Reλ = u′λ/ν, where
λ = u′/(∂u/∂x)′ and ν is the fluid kinematic viscosity. As Reλ increases, the scaling based on
(u′, L) extends to increasingly smaller values of r/L while the scaling based on (uK , η) extends to
increasingly larger values of r/η. The implication is that both scalings should eventually overlap
in the so-called inertial range as Reλ continues to increase, thus leading to a power-law relation
(δu)n ∼ rn/3 when the inertial range is rigorously established (see for example [1]). The latter is
likely to occur only when Reλ → ∞. The use of an empirical model for (δu)n [2], viz.

(δu)n
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Fn

( r
η
)n
(

1 +Dn(
r

L
)
)2Cn−n

(

1 +Bn(
r

η
)2
)Cn

, (1)

where Bn, Cn, Dn and Fn (≡ (∂u/∂x)n/(∂u/∂x)2
2

) are constants, shows that values of Reλ
between 104 and 105 are required before the distributions of (δu)n (n = 2, 3, 4, 6) start to exhibit
the onset of an inertial range. The model describes adequately the dependence on Reλ of the
available experimental data for (δu)n and implies indirectly that the extrapolation of these data
to infinitely large Reλ should comply with (δu)n ∼ rn/3 (figures 1-2).
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104 and 105 respectively. Symbols with the same color are the corresponding grid turbulence

data [3]. (b) Local slope (LS4 = d log((δu)4)/d log r). Dashed horizontal line: 4/3.
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Abstract:
The effect of freestream turbulence (FST) on the statistics of turbulent boundary layers (TBLs) has
been the subject of several studies. Identifying the instantaneous freestream (FS) flow and separating it
from the instantaneous TBL is a prerequisite for further exploration of the effects. Wu et al. [1] argued
that an instantaneous interface should exist that separates the boundary layer flow from the freestream
turbulent flow. Using direct numerical simulations of a TBL subjected to homogeneous-isotropic FST,
they approached the problem by a scalar marking method, where a constant temperature threshold value
was used to demarcate the instantaneous interface. On the other hand, You and Zaki [2] remarked that
due to the presence of diffusion on both sides of the interface, a scalar is not a good indicator of the
interface position. Instead, they used a step-level approach to separate the FS flow from the TBL. Using
particle image velocimetry (PIV), Hearst et al. [3] attempted to identify the upper edge of TBL in the
presence of FST by employing a constant kinetic energy deficit threshold. In fact, they opted for the same
method previously used to identify the turbulent/non-turbulent interface. Here, we seek to improve the
interface detection procedure for experimental data by introducing a new method and to investigate the
effect of FST on the interface properties.

An active grid (M = 10 cm, where M is the mesh grid length) was placed at the entrance of a water
channel (18M width × 110M length) to generate FST, which interacts with a TBL growing beneath it.
The channel was filled to a height of 2.2M . Three different operational sequences were utilized to run
the active grid, resulting in three different cases referred to as ‘A’, ‘B’, and ‘C’ in the order of increasing
turbulence intensity. Planar PIV measurements were performed in streamwise–wall-normal planes by
capturing 3000 image pairs for each test case. Several locations downstream of the grid, i.e., 55M , 65M ,
72M , and 85M , were tested to be able to comment on the streamwise evolution of the interface properties.

Contour lines of constant velocity are commonly used to demarcate the boundaries of uniform mo-
mentum zones in TBLs. The method introduced here identifies a constant velocity threshold for each
instantaneous field, whose continuous contour line marks the interface between the instantaneous TBL
and FST (see figure 1a for an example). Two physical assumptions are employed to identify the velocity
thresholds, (1) the interface should pass through regions of high-shear events, (2) the FST and TBL
encompass different vortical structures; hence, the spanwise vorticity distributions on both sides of the
interface should differ from one another considerably. In the first step, the positive wall-normal gradient of
streamwise velocity is conditionally averaged on the contour lines of various constant velocities. Figure 1b
shows an example of the conditionally averaged gradient profile. The peaks in this plot are identified
as the candidate velocities for the instantaneous threshold value as their contour lines pass through a
series of high-shear events. In the next step, beginning from the highest candidate velocity, the vorticity
distribution in a region between the contour lines of two consecutive candidate velocities, e.g., R2 in
figure 1c, is quantitatively compared to the vorticity distribution in the region above the top contour
line, e.g., R1 in figure 1c. If the difference is higher than a threshold, then the top contour line is chosen
as the interface, separating the instantaneous FST from TBL. Otherwise, the higher candidate velocity
is discarded and the next two are tested. Figure 1d shows the distributions of the vorticity in different
regions shown in figure 1c. Although the vorticity distributions in R1 and R2 are almost identical, R3 is
considerably different than R1+R2. Thus, the region above the blue contour line in figure 1c is considered
the instantaneous FS, while R3 belongs to the instantaneous TBL. This process is repeated for all the
instantaneous velocity fields of all cases to identify the instantaneous interfaces, which are field specific.

It is observed that increased FST intensity broadens the distributions of the velocity threshold values,
indicating the necessity of the identification of instantaneous threshold values instead of using a constant
threshold value. Tracking the location of the interface shows that increased FST intensity generally pushes
it toward the wall and increases the jump in the vorticity across the interface (not shown here for brevity).
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(a) (b)

(c) (d)

Figure 1: (a) An instantaneous streamwise velocity field of case C with the interface between FST
and TBL marked by the contour line of uth/U∞ = 1.03 (the blue line). (b) Candidate velocity
threshold values (marked by ▼), identified as peaks in the profile of Wall-normal gradient of
streamwise velocity conditionally averaged along the continuous contour lines of constant velocity.
(c) the same field as (a) with continuous contour lines of the three highest candidate velocities in
(b), i.e., u/U∞ = 1.08, 1.03, and 0.97. R1 indicates the region bounded by the outermost contour
line and the top of the field, while R2 and R3 indicate the regions bounded by the consecutive
contour lines. (d) Distributions of the vorticity in different regions of (c).
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Scalar diffusion and mixing in turbulence are seen in a wide variety of industrial and environmental
flows. Therefore, fundamental understanding of scalar transfer in turbulence is of great importance. In
particular, when a scalar is introduced to the flow field under a non-premixed condition, its transport
becomes a multi-scale process dominated by the velocity field, which necessitates the multi-scale analysis
of scalar field. In this study, we perform DNSs of grid turbulence with mean scalar gradient and conduct
scale-by-scale analysis to reveal interscale transfer of passive scalar. Figure 1 (a) shows a schematic view
of the computational domain as a rectangular box with dimensions Lx × Ly × Lz = 32M × 6M × 6M ,
where M is the mesh size of the grid as defined in Fig. 1 (b). Here, x, y, and z represent streamwise,
vertical, and spanwise directions, respectively. A uniform flow of U0 = 1 was supplied from the inlet. The
initial concentration of a passive scalar was set to C = C0 = 1 for the upper-half layer of the stream and
C = 0 for the lower-half. The Reynolds number based on M and U0 was set to ReM = 5000 and 9000.
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The scale-by-scale scalar(SBSS) equation is derived[1, 2], and employed in the DNS data to evaluate the
interscale transfer between two points xk and x′

k as shown in Eq. (1). The superscript ′ indicates the values
at x′

k. The symbol ⟨· · · ⟩ indicates the time average. Moreover, δ⟨Uk⟩ = ⟨Uk⟩ − ⟨U ′
k⟩, δ⟨C⟩ = ⟨C⟩ − ⟨C ′⟩,

δuk = uk − u′
k, δc = c− c′, Xk = (xk + x′

k)/2, and rk = xk − x′
k. For clarity, ⟨Uk⟩ is the k-th component

of the mean velocity vector; ⟨C⟩ is the mean scalar; uk is the k-th component of the fluctuation velocity
vector, and c is the scalar fluctuation. Additionally, Ac in Eq. (1) is the advection of δc2 by the mean flow;
Πc is the nonlinear transfer term; ΠU,c is the linear transfer term; Pc is the turbulent production term; Tc

is the turbulent transport term; Dκ is the molecular diffusion term in the r space; DX,κ is the molecular
diffusion term along X; χ is the scalar fluctuation dissipation, and At,c is the residual. The results of
circumferentially average terms in the SBSS equation at x/M = 10, ReM = 5000 are shown in Fig. 2 (a).
The superscript a means the circumferential average. The axis of abscissa represents the radial position in
the spherical coordinates r normalized by λ. Particularly, the nonlinear transfer term Πc becomes negative
at large scales r/λ > 4(inverse cascade occurs), while it is positive at small scales. The decomposition of
the nonlinear transfer term Πc(Figs. 2 (b)(c)) reveals that the y component, especially the component
Πc,y2 = δvδc (∂c/∂y + ∂c′/∂y′) plays a dominant role in this process. Here, Πc,y2 consists of δv, δc, and
(∂c′/∂y′ + ∂c/∂y), and all terms can take both positive and negative values. Therefore, to identify the
couplings of the terms causing the negative flux of the non-linear term, the probability of each coupling
was calculated. Figure 3 (a) shows the probability of couplings between terms consisting of Πc,y2, P (ωi),
where ωi is the event of each coupling. The first, second, and third signs of each coupling at the axis of
abscissa in the figure are the signs for δv, δc, and (∂c′/∂y′ + ∂c/∂y), respectively. It is revealed that when
the separation distance is large(r/λ = 6), where the interscale scalar transfer is inverse (small to large
scales), the direction of the scalar flux is determined by the vertical velocity fluctuation difference between
two points (∂c/∂y + ∂c′/∂y′) since the mutual sign of the events of coupling (+−−) and (−+−) is the
third one. The conditional average results based on the event of coupling (+ − −) (the most significant
event of coupling for inverse cascade at large scale) reveal that a negative scalar gradient always appears
with the occurrence of the inverse cascade as shown in Fig. 3 (b). Further analysis shows that the
existence of fluid mass with an unmixed scalar plays a vital role in the inverse cascade phenomenon.
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Figure 1: Schematic view of (a) the computational domain and (b) the turbulence-generating
grid.
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−) at r/λ = 6.
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Abstract:
Local energy transfer in the fashion suggested by Richardson, i.e., that energy is passed from large to
small scales through interactions between scales of similar sizes, forms the basis for the cascade picture
of the classical picture of turbulence [1], that is hypothesized to result in turbulence equilibrium [2]. The
local energy transfer hypothesis appears to be valid to a good approximation in some turbulent flows (see
e.g. [3]), while there is also evidence that non-local interactions exist in other stationary turbulent flows
(see e.g. [4, 5]).

To gain more insight into the actual underlying processes of inter-scale energy exchange, we have
established an experimental setup to generate stationary and non-stationary turbulent jet flows, see Figure
1 [6, 7]. Seeding micron-sized (air-filled) bubbles into the flow and illuminating them using high-power
LEDs, four high-speed high-resolution cameras are used to record and reconstruct the flow field using
Particle Tracking Velocimetry (PTV).

To be able to analyze these processes of energy exchange between scales, we have developed a Phase
Proper Orthogonal Decomposition (Phase POD) that can be used to analyze the spatio-temporal modal
dynamics in both stationary and non-stationary turbulent flows. In a non-stationary lid-driven cavity flow
simulation [8], we found clear evidence of non-local energy transfer coupled to the non-stationarity in the
analyzed flow.

In the current study, the stationary jet will be investigated for different velocity ratios between the
inner jet flow and the outer (concentric) jet flow and analyzed using the new Phase POD method. The
four-dimensional Phase POD modes will be visualized, and the local and non-local energy transfer results
will be shown corresponding to different velocity ratios of the inner jet and the outer jet.

(a)

(b)

Figure 1: The experimental setup
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Abstract:
The transport of heat in convective flows plays an important role in nature and in many technical appli-
cations. Precise predictions of such convective flows can be made in Direct Numerical Simulations (DNS),
which require a substantial amount computing time and storage space. Thus, DNSs can only be used
for predictions over comparatively short time periods and for flow problems, which can usually also be
investigated in the laboratory due to their dimensions. A canonical laboratory experiment that is well
suited for basic investigations of turbulent, thermal convection flows and the development of models is
the so-called turbulent Rayleigh-Bénard convection, which occurs as a result of buoyancy forces in cells
heated from below and cooled from above with adiabatic side walls.

Compared to the DNS, measurements can capture the velocity field over long periods of time. However,
in order to be able to determine the heat transport in convective flows, additional spatial temperature
measurements are typically carried out. Respective combined measurements are also very laborious and
therefore only applied scarcely. In order to provide an estimated temperature distribution based on
precise velocity field measurements, the assimilation of the temperature field from the velocity vector field
is pursued. So far, the approach of extracting temperature fields based on the conservation laws has been
explored [1]. At the same time, machine learning provides promising tools for regression tasks such as the
one at hand [2].

Figure 1 introduces the approach investigated here: As model, a convolutional neural network with
an encoder-decoder architecture is defined. It exploits the structural information of the velocity fields
and uses order reduction to cope with noisy inputs. Subsequently, this model is trained with clippings
of down-sampled data of a DNS conducted over a short time period, with the velocity components as
input and temperatures as output. For validation or inference, the generated clips of the temperature
field are joined overlapping each other. Thus, the model can be used to predict temperatures making use
of velocity fields measured over long time periods.

As an exemplary result of the overlapping reconstruction, figure 2 displays a vertical center plane of
the 3-dimensional Rayleigh-Bénard convection sample used as training example. From left to right, a
down-sampled DNS velocity vector field and temperature field from the validation data set as well the
respective temperature prediction are shown. The comparison of the temperature fields reveals that the
prediction is visually well correlated with the DNS results.

At the conference, we will present a comparison of different design choices for the model to provide a
base on which more universal and complex models can built.
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Figure 1: Architecture of the encoder-decoder neural network, which is fitted to predict tem-
peratures based on velocity information of clippings of the domain (Network visualization with
PlotNeuralNet - 10.5281/zenodo.2526396).

Figure 2: Instantaneous velocity (left) and temperature (middle) data provided by the down-
sampled DNS in a central vertical section of the sample compared to the overlapping recon-
struction of the temperatures predicted by the neural network (right). The investigated case is
characterized by the Rayleigh number Ra = 1010 and the Prandtl number Pr = 6.9. uff indicates
the free-fall velocity and θ constitutes the dimensionless temperature ranging from −0.5 to 0.5.
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Abstract:

The presence of freestream turbulence can both directly and indirectly induce fluctuating loads /de-
flections on a bluff body, exposed to a cross-flow; the latter by modifying the vortex shedding process
within the bluff body wake [1]. In the present work, we report the correlation between different ”flavours”
of freestream turbulence and the fluctuating loads/deflections of a circular cylinder. Regardless of the
influence of the free-stream turbulence, bluff bodies at sufficiently high Reynolds number produce turbu-
lent wakes, in which several turbulent length/time scales exist concurrently and interact with the body’s
structure, imprinting these multi-scale physics into the structural response. This analysis will give more
insight into the nature of the fluctuating loading acting on these structures imposed by both the condi-
tions upstream and downstream of the structure as depicted in figure 1. A set of experiments is carried
out in a water channel, combining simultaneous particle image velocimetry (PIV) measurements, strain
measurements, using fibre optic distributed strain sensors (FODS), and load measurements using a 6-
axis load cell, similarly to [2]. The cylinder with 50 mm diameter (◦) is mounted as a cantilever beam,
supported at one end, having 95% of its body submerged and exposed to the influence of the flow, as
depicted in figure 2. Recent developments in structural health monitoring techniques using FODS [3]
allow us to acquire fine details of the structural response of the cylinder to different flow conditions, with
a fine spatial sensing distribution, enabling the extraction of the imprinted flow frequencies on the struc-
ture. Different ”flavours” of background turbulence on the inflow section of the cylinder are produced
by a set of turbulence-generating grids placed upstream of the body. The same combination of regular-
and space-filling-fractal-grids will be used as in [1]. These were designed to explore a broad range of the
TI, L parameter space of the freestream turbulence, where TI is the turbulence intensity and L is the
integral length scale. Essentially, two fields of view (FOV1 and FOV2 represented in figure 3) will be
used to correlate the influence of L12 and L13 (see figure 1) to the strain and load signal acquired by
the FODS network and load cell. The fluctuations in the load and cylinder deflection signal observed are
directly influenced by the impact of freestream turbulence on the structure. Yet the present analysis will
allow us to infer the influence of the spanwise de-correlation of vortex shedding modes and the introduced
obliqueness of the vortex shedding introduced by the freestream turbulence [1] on the fluctuating loads
and deflections on/of the cylinder. Further, we will assess the influence of shedding identity loss events,
detailed in [1], on the fluctuating loads/deflections of the cylinder.
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Figure 1: Representation of multitude of scales
present in the upstream section of the flow to
analyse their influence on the structure.

Figure 2: On the left, representation of deflec-
tion, δ, in a simple cantilever test. q corresponds
to the fluctuating distributed load acting on the
cylinder’s submerged surface. On the right, is a
representation of the cylinder’s distributed sens-
ing network to acquire strain data around the
surface of the cylinder.

Figure 3: Representation of the lateral and top plane of PIV data acquisition as well as their
extent relative to the cylinder’s diameter ◦, where the acquired turbulent structures related with
L13 and L12 respectively, the oblique vortex shedding (represented in the left figure) and spanwise
de-correlation of vortex shedding modes will be correlated to the cylinder’s response. Turbulence-
generating grid and incoming flow represented on the left hand side of the figure.
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Abstract:

Wind energy is an important aspect of the renewable energy transition. However, the turbulence and
velocity distributions in such wind farms are not only subject to atmospheric processes but also to the
wakes of upstream wind turbines. These have in turn an impact both on the power curves and on the
loads that act on the blades. In consequence, understanding turbulent wakes in atmospheric conditions
is of great importance for the design of wind turbines and the efficiency of wind farms. The far wake of
axisymmetric generators (like wind turbines) is usually modelled using the theory developed by Townsend
and George [1, 2], that can predict streamwise scalings laws for different averaged quantities of turbulent
wakes. It relies on the hypotheses of self-similarity and axisymmetry of averaged quantities and also
requires a scaling for the kinetic energy dissipation rate ε. The latter is usually considered to evolve as 1,

Cε =
εL

u′3
, (1)

with u′ the rms value of the streamwise fluctuating velocity and L the integral length scale of the flow.
The dissipation constant Cε is expected to be, according to the Richardson-Kolmogorov phenomenology,
constant for a given set of boundary conditions and high Reynolds number based on the Taylor scale Reλ.
Nevertheless, it has recently been found that energy cascades at odds with such scalings may be present in
turbulent wakes [3, 4]. Such non-equilibrium cascade presents a Cε that is no longer constant, but evolves
proportionally to Reglobal/Relocal (with Reglobal a Reynolds number that depends on the inlet properties
of the flow and Relocal one that depends on the local, streamwise dependent properties).

Cε is therefore an important indicator of the properties of the energy cascade within the turbulent
flow [4]. Interestingly, it has been found that different dissipation scalings lead to different power laws
for the streamwise evolution of the averaged velocity deficit and the wake width. Evidence of both types
of scalings has been found in the far wake of axisymmetric turbulent wakes [3, 5]. Nevertheless, most of
this studies concern laminar inflows, and little attention has been payed to the properties of the energy
cascade for different turbulent inflows.

In this contribution we propose a systematic study on the properties of such energy cascade for different
inflows. We will report experimental results obtained using hot-wire anemometry in a wind tunnel using
cylinders operated with different grid-generated inflows (using both active and passive grids). We will
focus on the following two questions, that arise regarding the role of the turbulent wake within:

1. How does the wake structure (that we will quantify using Cε, among other averaged quantities)
differ under different inflow conditions (turbulence intensity/ integral length scale)?

2. How is the averaged shape of the wake (in terms of velocity deficit and wake width) related to the
dissipation scaling for such different inflow conditions?

Three cylinders with different diameters are exposed to several turbulent as well as a laminar inflow.
Turbulent inflows are created by a passive and an active grid, whereas the active grid is run in different
modes (see figure 1). Due to this different operating conditions, values of turbulence intensity and integral
length scales can be set independently within a certain range and mimic certain atmospheric conditions
[6]. Given the symmetry present in the averaged wake of a cylinder, transversal profiles taken at different
streamwise positions can be used to compute the averaged velocity deficit and the wake width. Mea-
surements are taken in the range between 5D and 100D. As detailed in previous works [3, 5, 7], such
approach allows to test the hypotheses made within the Townsend-George theory, while characterising
the averaged streamwise scalings and the energy cascade.
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Figure 1: Cε as a function of Reλ for the wake of one cylinder and different inflow conditions
at different positions both in streamwise and in transversal directions. Cε is constant for high
Reλ, approximately beginning at 200, suggesting the validity of the Richardson-Kolmogorov phe-
nomenology in such conditions.
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The influence of compressibility on turbulence attentuation and self-preservation of axisymmetric
turbulent free jets is investigated. Second and third velocity moments containing the streamwise, 𝑢 and
radial velocity fluctuations, 𝑣, at Mach 0.3 and Mach 1.25 are obtained using 2-D planar Particle Image
Velocimetry (PIV). A schematic of the free jet configuration is provided in figure 1. The third moments
provide insights on the Reynolds stress transport. Of particular interest is capturing the influence of
compressibility on Reynolds stress anisotropy, which remains an important challenge to the development
of reliable turbulence models.

Using the jet half-width, 𝑏, and the centerline velocity, 𝑈𝑚, as length and velocity scales, the velocity
profile collapses as observed in figure 3a. For self-preserving turbulent axisymmetric jets the Reynolds
shear stress scales according to 𝑢𝑣 ∝ 𝑈2

𝑚𝑑𝑏/𝑑𝑥 [1]. Our recent study [2] have shown that in the compressible
axisymmetric jet, the attenuation on the Reynolds shear stress and the shear layer thickness growth rate
are proportional and similar to the planar mixing layer - allowing for a collapse of the Reynolds shear
stress profiles as shown in figure 3b.

Although there is agreement on the behavior of 𝑢𝑣 [3], the effect of compressibility on other turbulent
moments remains unclear. By performing an order-of-magnitude analysis, self-preservation solutions of the
Reynolds stress transport equation are investigated. For example, when the density-velocity correlations
and the streamwise transport terms are insignificant, the transport equation for 𝑢𝑣 in the jet reduces to,

0 = −
[
𝑈
𝜕𝜌𝑢𝑣

𝜕𝑥

]
−
[
1

𝑟

𝜕
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]
−
[
𝑢
𝜕𝑝

𝜕𝑟

]
−
[
𝜌𝑣2

𝜕𝑈

𝜕𝑟

]
(1)

where uppercase and overline variables indicate a temporal mean quantity, and lowercase variable indicates
a fluctuating quantity. When all turbulent moments are assumed to have self-similar profiles, the reduced
transport equation suggests for the second and third moments,

𝑣2 ∝ 𝑈2
𝑚

(
𝑑𝑏

𝑑𝑥

)2
𝑢𝑣2 ∝ 𝑈3

𝑚

(
𝑑𝑏

𝑑𝑥

)2
(2)

scale with (𝑑𝑏/𝑑𝑥)2 instead of 𝑑𝑏/𝑑𝑥 observed in Reynolds shear stress 𝑢𝑣, indicating that compressibility
causes anisotropy in the turbulent moments through the spreading rate. As seen in figure 3c and 3d, the

profiles of 𝑣2 and 𝑢𝑣2 indeed collapse when scaled with (𝑑𝑏/𝑑𝑥)2. An analysis of the remaining turbulent
transport equations will show that the attenuation of turbulent moments scales with (𝑑𝑏/𝑑𝑥)𝑛, where 𝑛 is
an integer, providing insights into the anisotropy of the Reynolds stresses and third moments, especially

𝑢2 which differs from the behavior observed in the mixing layer [4]. Moreover, the analysis allows for the
inference of the effect of pressure-strain correlations as related to compressibility. Comparisons between
the supersonic and subsonic cases will be provided to highlight the influence of compressibility.
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Abstract:

The elementary structures of wall turbulence that carry most of the kinetic energy and
momentum are typically reffered to as energy-containing eddies (energy-eddies). Despite the
general agreement that energy-eddies can sustain themselves at all relevant length scales [1, 2, 3],
their exact genesis and spatial evolution are still not well-understood. In this study, energy-eddies
at the inflow of a turbulent channel flow direct numerical simulation (DNS) are quenched and the
spatial development of these eddies is studied. Two synchronised DNSs are used in the current
study: one is a fully resolved streamwise periodic channel flow, which is subsequently denoted by
PCH-DNS, while the other is a fully resolved channel flow DNS with inflow–outflow boundary
conditions, which will be denoted by IOCH-DNS. In the IOCH-DNS the inlet boundary condition
is an inflow velocity field, which is a filtered version of the inflow of the PCH-DNS, with a
convective outflow boundary condition applied at the domain exit [4]. The results demonstrates
that energy-eddies are essential to maintain the eddies involved in the energy cascade. The
streamwise velocity spectra of the developing flow begin to recover at a spanwise wavelength of
λ+
z ≃ 100, which is equal to the near-wall spacing of the streaks in the buffer layer at y+ ≃ 15,

whereas there are no active vortical motions in the streamwise vorticity spectra until the energy
at the wall-normal streak location of y+ ≃ 15 is re-established. This is consistent with the
qualitative observation from the iso-surface of an instantaneous field shown in figure 1. It is
evident from this visualisation that the energy-eddies, which are a combination of the streaks and
streamwise vortices, are removed from the neighbourhood of the inflow of the IOCH-DNS, with
the energy-cascade eddies at the inflow initially decaying in the streamwise direction. There is no
evidence of the streaks or active vortical motions until x > 3h, where streaks start to reappear,
while vortical motions only start to become active for x > 12h. Hence, the spectral analysis of
velocity and vorticity in the present study demonstrates that in a spatially evolving flow, the
formation of near-wall streaks is the primary process necessary in the recovery of energy-eddies
in a turbulent channel flow.
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Figure 1: Vortices and low-speed structures visualised by the iso-surfaces of the second invariant
of the velocity gradient tensor, QA/⟨QW ⟩ = 3, the colour represents the distance from the wall,
and the streamwise fluctuating velocity, u+ = −0.5 in blue, respectively. The flow is from left to
right.
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Abstract:

The presence of surface roughness on walls adjacent to turbulent boundary-layers incurs a
drag penalty. Predicting this penalty directly from the measurable properties of the roughness
topography is highly desirable as it avoids the need for costly experiments or simulations. One
such property is Effective Slope (ES) which is the mean streamwise gradient of the topography.
Many studies have shown that ES is a key metric for drag prediction in both the transitionally
and fully rough regimes of the flow [1]. However, when it comes to practical multi-scale surfaces,
ES can display an unbounded behaviour. This is shown by an example surface (Fig. 1a) that
obeys a power-law relationship (exponent of -1.64), which is typical for many naturally occurring
surfaces [2]. At different resolutions, ∆x, the fractal like nature of this surface results in an
almost unbounded value of ES even as other measures converge (Fig. 1b). This is because of
the integrated effect of small-scale, high-slope roughness features, which results in artificially high
values of ES and leads to erroneous drag prediction. Thus, to reliably use ES, some flow based
filtering of the surface, perhaps based on the viscous length scale (ν/Uτ ), is required. To this
end, experiments were carried out using a set of rough surfaces derived from a single numerically
generated height map (multi-scale, Gaussian roughness with ES ≈ 0.13) shown in Fig. 2a.
From this height map, physical surfaces are machined using a CNC router. By systematically
increasing the step-over distance of the ball-nosed tool, the ES is increased over the underlying
numerical case via the increase in the heights of the machining artefacts known as ‘scallops’
(Fig. 2d). The benchmark case (machined with the smallest step-over) is nearly identical to the
numerical surface (Fig. 2b), with a maximum scallop height kscallop ∼ 0.4ν/Uτ . For the other
cases, kscallop ranges from 0.4 ⪅ ν/Uτ ⪅ 13. The relative increase in the drag penalty (∆Cf )
for each case over the benchmark case is shown in Fig. 2e. Despite an increase in the measured
ES, the drag curves are seen to follow the benchmark case up to a certain Re, and only show
an increase in drag when kscallop ⪆ 2ν/Uτ (Fig. 2f). Further, even when the small steep scales
exceed this threshold, they do not contribute to the drag penalty in the same manner as the
large steep features. These findings suggest that for the reliable use of ES for drag prediction
over multi-scale surfaces, some flow dependant filtering of the topography is required.
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(a) (b)Scale - 25:1

Figure 1: (a) A synthetically generated roughness profile, z(x), plotted with various sampling in-
tervals, ∆x (offset to enable comparison). (b) Relative change in the various roughness statistics
from the value computed at the smallest ∆x. The shaded patch indicates the typical extents of
the viscous length scale for air in experimental facilities.
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Figure 2: (a) Sample of the numerically generated surface; (b) The machined benchmark case;
(c) Scallops on the machined surface; (d) Roughness profile along the line marked in (c) for
step-over distances of 0.25 mm (black) and 0.5 mm (blue); (e) Relative increase in Cf over the
benchmark case (ESx = 0.136). The gray area is the measurement uncertainty for the benchmark
case and the square symbols mark the point where each case exceeds this uncertainty; (f) Viscous
scaled scallop height (k+scallop ≡ kscallopUτ/ν) for each case. The square symbols correspond to
those in (e).
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Abstract:
Time-resolved Particle Image Velocimetry (PIV) measurements are often difficult to obtain due
to hardware limitations and cost. A cheap alternative, proposed in recent years, is to enhance
the temporal resolution of snapshot (i.e. non-time-resolved) PIV with point-wise high-repetition-
rate probes. In this sense, Extended Proper Orthogonal Decomposition (EPOD) demonstrated
to be a valuable approach for turbulent flow field estimation [1]. EPOD establishes the correla-
tion between two simultaneous measurements in a reduced-order domain, thus focusing on the
most significant features measured by PIV and by the probes. The flow fields are reconstructed
estimating the POD mode time coefficients through the correlation with the temporal modes
of the point measurements. This approach has been applied in several configurations, including
wall-bounded flows and high-Reynolds number pipe flow [2]. In the last decade, machine-learning-
based methods have been also tested, providing even better results, fostered by the capability to
model non-linear relations between probes and flow field features [3].

In this work, we aim to exploit this principle to estimate the most significant flow features
in a jet flows. The application of this technique to free-shear flows is made difficult by the
complexity of embedding the history in the estimation process and by the probe intrusiveness.
Furthermore, the spectral richness of fully-turbulent flows represents a great challenge for flow
field estimation based on a limited number of probes. Our objective is to explore different probe
arrangements for flow field estimation, including hot-wire probes and microphones, as well as
different estimation schemes, including EPOD and nonlinear methods, such as neural networks.
In the following, the experiment is briefly described, with some preliminary results from the
synchronized measurements.

The experiment is performed in the jet-flow facility of Universidad Carlos III de Madrid, in-
stalled inside an anechoic chamber. The jet is issued by a 3D-printed nozzle with an exit section
diameter D = 10 mm. The bulk velocity is set equal to Vb = 35 m/s, providing a jet-flow with
Reynolds Number Red ≃ 23000. Fig. 1 shows the experimental setup in two configurations, one
with microphones and the other with hot-wire sensors.
In the first one, 3 pre-amplified electret microphones have been located in the jet-flow longitudinal
mid-plane. In the second one instead, a wing-shaped rake of hot-wires is located 8D downstream
the exit section of the nozzle in the jet-flow longitudinal mid-plane. In this preliminary experi-
ment we are using 2 Dantec 55P11 hot-wires, while for the final conference contribution we are
targeting the use of at least 5 probes. In both configurations, a planar non-time resolved PIV is
performed.

Preliminary results in form of correlation maps of the hot-wire probes with the flow fields
are reported in Fig. 2. It can be shown that the near-axis probe has a sharp correlation peak,
thus suggesting that flow features can be estimated only to a limited extent in that region. The
second probe, located in the shear layer, shows a wider correlation peak, thus suggesting the
possibility to estimate flow features in the shear layer also well upstream of the probe location.
In the conference contribution, we will include a study of the performance in estimating flow
fields using hot-wire and microphones in different configurations and with different estimation
algorithms.
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Figure 1: The two tested experimental configurations: on the left, the acquisition using three
microphones; on the right, the one using two Hot-Wire Anemometers

Figure 2: Correlation map between the snapshot PIV flow field and the Hot Wires measurements.
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Abstract:
We experimentally investigate the effects of sinusoidal microgrooves on the flow structures devel-
oping in a zero pressure gradient turbulent boundary layer. The sinusoidal, or 3D riblets, have
been found to be more effective than the widely investigated straight riblets [1, 2].

Particle image velocimetry measurements carried out in the streamwise-wall normal plane
allow us to infer on the effect of sinusoidal riblets on the near-wall structures, such as hairpin
vortices, along with their vorticity and wall distance. In addition to the proposed uplift mecha-
nism induced by the straight grooves, the sinusoidal pattern is expected to introduce a further
share of wall normal displacement, in agreement with the further share of drag reduction. Im-
plementing a vortex detection method based on the second invariant of the velocity gradient
tensor, we provide statistical evidence for this further uplift, in the case of the sinusoidal groove.
Furthermore, the available data suggest that the spanwise vorticity associated to these structures
is attenuated as an effect of the groove profile.

Starting from the PIV images acquired in the x-y plane, the identification of the vortical
structures can be performed using several approaches ([3], [4]). In this case, it is carried out
applying the Q-criterion, where Q corresponds to the second invariant of the velocity gradient
tensor, defined as Q = 1

2(||Ω||2− ||S||2), and ||S|| and ||Ω|| represent the traces of the symmetric
and anti-symmetric components of the velocity gradient.

A representative snapshot of the smooth case is reported in figure 1 as colormap of the Q
values with overlaid velocity vectors. As expected, the majority of the turbulence activity occurs
near the wall, and in particular at values of y/δ < 0.1. To statistically characterize the location of
the near wall structures, a threshold is applied to the colormaps of Q. Only values of Q > 1.5 are
considered as belonging to the vortex. Each vortex is then isolated and its centroid is therefore
calculated, along with the vorticity values within its core.

The probability density function of the wall normal location is reported in figure 2a. The
data show that the riblet geometry has an effect on the displacement of the near wall structures.
In particular, the RLong case shows a displacement of the peak towards larger values of y/δ.
Nevertheless, the greatest differences are evidenced by the RS1 case. While the Smooth and
RLong cases are characterized by three separated peaks of the pdf, the RS1 shows that the
majority of the structures are located at y/δ ≈ 0.065, thus evidencing a strong modification of
the near wall structure of the boundary layer.

It is also interesting to notice that the RS2 case is instead characterized by a behaviour that
is similar to the Smooth one, with the exception of the peak nearest to the wall. Indeed, the
RS2 only features two peaks in the pdf, one at y/δ ≈ 0.04 and a second one at y/δ ≈ 0.65. This
might suggest the existence of an optimal value of the riblet amplitude such that the structures
are effectively uplifted. A larger parametric space is however needed as to investigate this aspect
further.

Similarly, the pdf of the spanwise vorticity calculated across the identified vortices is reported
in figure 2b. It is shown that, the sinusoidal riblet cases are in general characterized by attenuated
vorticity values. This suggests that the sinusoidal riblet, differently from the longitudinal one,
does not act only with an uplift mechanism; it also weakens the near wall structures in terms of
the spanwise vorticity.
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Figure 1: Colormap of the Q values with overlaid fluctuating velocity field measured in the
Smooth case. To improve the readability of the plot, one each four vectors is reported.
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Figure 2: Pdf of the wall normal distance of the vortices identified with the Q-criterion (a) and
pdf of the spanwise vorticity (ωz) calculated for the identified vorticies (b).
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Abstract:
Currently, there is an increased focus on investigating the patterns of the boundary layer evolution above
various surface roughness. This area of research encompasses numerous experimental, theoretical, and
numerical studies. The size and roughness configuration significantly affect the evolution and topology
of the boundary layer. For example, high roughness created perturbation of the flow, which leads to
increased turbulence and boundary layer thickness. While slight roughness can contribute to a thinner
and more stable boundary layer formation. Furthermore, the spatial distribution of roughness elements
strongly influences the generation of turbulent eddies.

This study aims to investigate the boundary layer’s topology under different densities of isolated
roughness with zero pressure gradient. For this purpose, we employed three different surface conditions of
roughness consisting of rectangular elements with uniform height arranged in staggered rows, covering the
entire floor of the wind tunnel. The frontal and plan solidity for each roughness case varied. Additionally,
we applied a smooth surface for comparison. During the experiment, the measuring cross-sections were
positioned at varying distances from the inlet, while the free flow velocity remained stable U = 5m·s−1.
It is noteworthy that, in all cases, the measuring position was located midway between the roughness
elements (Fig. 1e). To determine the topology of the boundary layer in streamwise directions, we employed
a 55P14 miniature hot-wire probe. The data obtained allowed us to estimate the patterns of mean velocity
and turbulence intensity profiles for the various surface conditions.

The data collected clearly indicated that the presence of isolated roughness causes a significant dis-
tortion in the velocity profile (Fig. 1a). Furthermore, this trend intensifies as the distance between the
roughness elements increases. This is especially noticeable in the area of roughness height. Moreover, there
is a significant flow disturbance close to roughness height, as evidenced by the peaks of the turbulence
intensity distribution (Fig. 1b).

This atypicality of the obtained data can be caused by presence of isolated roughness elements signif-
icantly influencing the character of the boundary layer flow. Once the fluid stream reaches the upstream
side of such elements, the flow separates, giving rise to a recirculation zone in the wake (Fig. 1f). Subse-
quently, the separated flow reattaches downstream, creating a turbulent wake. This, in turn, leads to the
formation of a shear layer, which is characterized by a significant velocity gradient and exhibits increased
levels of turbulence intensity.

By considering turbulent vortices within shear layers to be large-scale, we employed autocorrelation
analysis to estimate their integral length scale (Fig. 1d). Our results indicate a distinct enhancement
in the size of the vortices, as evidenced by a sharp increase in data, immediately following the apex of
the roughness in the direction of the free flow. Moreover, it can be assumed that growing the distance
between isolated rough elements increases the velocity gradient. Because, as the velocity gradient across
the shear layer increases, the size and energy of the vortices in the flow start to be higher, leading to an
increase in the integral length scale. Thus, formed eddies are often referred to as the ”shear-layer eddies”
and are typically the largest and most energetic contained. As they approach the edge of the shear layer,
they can become unstable and breakdown into the free stream. The reliability of the above is confirmed
by comparative analysis between the integral length scale and streamwise skewness distribution, where
the lowest skewness is usually associated with the vortex breakdown point. Consequently, the obtained
data for rough surfaces show that the maximum of the integral length scale (Fig.1d) and the minimum of
the skewness (Fig.1c) clearly coincide.
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Figure 1: (a) Mean velocity profiles of experimental turbulent flows. (b) Streamwise turbulence
intensity measurements in different rough boundary layers. (c) Skewness factor distribution for
vary roughness surfaces. (d) Dependence of integral length scales for different roughnesses on
distances. The Reynolds number Rex is based on the distance from the inlet x, thus at a constant
flow stream velocity U it reflects the measuring position. (e) Features of the location of the
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Abstract: 

To further the progress in turbulence research, an existing pipe flow facility fitted with a sophisticated 

experimental setup is qualified for its suitability to generate experimental data at high Reynolds numbers. 

The experimental campaign will be carried out in collaboration with the National Metrology Institute of 

Japan (NMIJ), where extensive turbulence research has taken place [1][2]. For the proposed experiments, 

the Gravimetric Thermal Energy Standard (GraTESt) at the Physikalisch-Technische Bundesanstalt, 

Berlin will generate flow rates up to 1000 m³/h with water at up to 90 °C in DN 200 honed stainless steel 

pipes (Ra < 0,2 µm) with self-aligning, low tolerance flange connections. Downstream of a flow 

straightener, at least 60 D of straight, high-quality piping will be available for the flow development 

before the experimental section. By using the gravimetric method, i.e., by weighing of the water that 

passes through the test section, the volumetric flow rate will be determined with an extended uncertainty 

of 0.04 % (k=2). The maximum Reynolds number is Reτ = 87∙10³.  

Talamelli et al. [3] derive two requirements for an experimental setup to be suitable for the investigation 

of the underlying scaling laws of wall-bounded turbulent flow. They are an attainable Reynolds number 

of Reτ = 40∙10³ and a sensor probe length of lS ≤ 10∙l*, where l* is the viscous length scale. Figure 1 is 

adapted from Talamelli et al. [3] and depicts the ranges of several flow facilities regarding these two 

criteria. The horizontal line indicates the viscous length scale at Reτ = 40∙10³ at GraTESt to be 2.6 µm. 

To satisfy the requirement lS ≤ 10∙l*, a probe resolution of 26 µm should be attained. This can be achieved 

by employing a spatially resolved laser Doppler velocimeter (LDV) [4]. This will allow for the 

measurement of the axial, wall-normal and tangential velocities and their corresponding turbulence 

statistics inside a precision glass pipe. As a first experiment, to determine the friction factor over a wide 

Reynolds number range, the pressure gradient along the honed DN 200 pipes will be measured. 

Furthermore, the experiments will be carried out in DN 100 pipe and with various components, allowing 

for the generation of robust data on high Reynolds number turbulent pipe flow. 

 

References 
1 Furuichi N., Terao Y., Wada Y. and Tsuji Y., (2015): Friction factor and mean velocity 

profile for pipe flow at high Reynolds numbers, Phys. Fluids 27, 095108 

 

2 Furuichi N., Terao Y., Wada Y. and Tsuji Y., (2018): Further experiments for mean velocity profile 

of pipe flow at high Reynolds number, Phys. Fluids 30, 055101 

 

[3] Talamelli A., Persiani F., Fransson J.H.M., Alfredsson P.H., Johansson A.V., Nagib H.M., Rüedi J., 

Sreenivasan K.R. and Monkewitz P.A., (2009): CICLoPE—a response to the need for high Reynolds 

number experiments, Fluid Dyn. Res. 41, 021407 

 

[4] Juling M., Steinbock J., Kraume M. and Lederer T., (2016): LDA volume flow rate standard for 

water using high spatial resolution LDA for traceable measurements in power plants, Proceedings of 

FLOMEKO 2016, Sydney, Australia                                                                                                                                                                                                                                                

140



 

 Figure 1: Viscous length scale and Reynolds number ranges of 

high Reynolds number pipe flow facilities, adapted from 

Talamelli et al [3]. 
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Abstract:
Particle-laden turbulent flows occur in many engineering applications and natural phenomena. The most
representative examples are the evolution of droplet clouds, volcanic clouds, sandstorms, soil erosion pro-
cesses, sediment transport in watercourses, combustion in solid propellant endoreactors and liquid metal
flows in cooling systems. The importance of detailed investigations of such flows for modeling purposes
is indisputable, and Direct Numerical Simulations (DNS), more than any other approach, have proven to
be essential to provide new physical insights into them, especially when the interaction between the two
phases is considered. For isotropic turbulence, particle volume fractions larger than 10−6 are effective in
modulating turbulence, enhancing turbulent kinetic energy production, or conversely dissipation, depend-
ing on the particle Stokes number [1], i. e. the ratio between the particle momentum relaxation time and
the fluid time scale. Despite the amount of works on the topic, the understanding of particle-laden flows
is however still incomplete when additional physical phenomena play a role, such as in the presence of
gravity and buoyancy, or heat exchange and mass transfer (droplet condensation/evaporation), chemical
reactions, or even acoustic waves. In the present work, by means of Eulerian-Lagrangian DNSs within the
point-particle approach [2], we have studied the modulation of the fluid and particle temperature fields
in the channel flow operated by the momentum and energy transfer between the continuous phase and
the dispersed one, when also natural convection is taken into account. The incompressible Navier-Stokes
equations, coupled by the Boussinesq approximation with an advection-diffusion equation for the temper-
ature, are solved pseudo-spectrally over a domain of 2πh× 2h× 2πh, where h is the channel half-height.
Periodic boundary conditions are imposed in streamwise and spanwise directions, while no-slip conditions
are enforced on the walls. The two isothermal walls are kept at different temperatures in order to induce
an unstable stratification [3]. A phase consisting of small (sub-Kolmogorov), heavy, spherical particles
is suspended in the fluid. Their dynamics is described by the Maxey-Riley equations in which only the
terms representing the Stokes drag force and the heat exchanged are retained. We have simulated a single
friction Reynolds number Reτ = 180, with a particle volume fraction ϕp = 4 × 10−5, while we varied
the Rayleigh number from 102 to 107 and Stokes number between 0.6 and 160. The Prandtl number
is Pr = 0.71. The ratio between the thermal Stokes number St+ϑ and the Stokes number St+ is kept
constant and equal to 4.4, while the non-dimensional particle radius is rp/h = 4 × 10−4, leading to a
number of particles close to 12 million. We will show the combined effect of forced and free convection in
modifying the flow structures and promoting turbulent exchanges for sufficiently high Rayleigh numbers
through the formation of a network of rollers and travelling plumes which enhance convective transport
in the wall-normal direction. Particle-related features for different Stokes numbers are then presented,
highlighting the role of particle clustering near the walls, and the effect of their feedback on the thermal
budget will be discussed.
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Figure 1: Visualization of particles with St+ = 60 in a transversal (wall-normal/spanwise) plane
in the two-way coupling regime on momentum and temperature (2WM - 2WT). Particles - shown
out of scale - are colored according to their non-dimensional temperature ϑp. The bulk Rayleigh
number is 105.
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Figure 2: Fluid mean temperature 〈ϑ〉 depen-
dence on the Rayleigh number in the one-way
coupling regime.
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Figure 3: Fluid temperature variance 〈ϑ′ϑ′〉 for
Rab = 105 and different Stokes numbers in one
and two-way coupling regimes.
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Figure 4: Mean particle concentration 〈n〉 for
Rab = 105 and different Stokes numbers in one
and two-way coupling regimes.
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Secondary flows are formed over spanwise heterogeneous surfaces due to spatial anisotropy in
Reynolds shear stresses, and are therefore Prandtl’s secondary flows of the second kind. These
flows appear in many natural and engineering applications where they impose an additional sur-
face drag penalising such surfaces (see for example [1, 2]). In research applications, these surfaces
are commonly divided into ridge-type surfaces (spanwise variation in height) and strip-type sur-
faces (spanwise variation in skin friction).

Several recent studies have looked into the flow structure that determine the nature and
strength of the generated secondary currents over both of these surface types (for example [3, 4]).
However, information on the variation of global friction as well as the nature of these secondary
flows across a range of Reynolds numbers is scarce.

In this study we investigate secondary flows generated by two ridge-type surfaces in a
L ≈ 130H long water channel facility with a rectangular cross-section W/H ≈ 8. The ridge
width Wp ≈ 0.8δ, the spanwise centre-to-centre spacings are S ≈ 1.6δ and S ≈ 3.2δ, and the
ridge height h/δ ≈ 0.1, where δ = H/2 is the channel half-height. The channel centerline pres-
sure gradient is measured starting from L ≈ 65H to the channel outlet. Stereoscopic PIV in
a spanwise—wall-normal plane L ≈ 110H downstream of the channel inlet is used to obtain
the three-component velocity field. In this talk we present results of skin-friction against bulk
Reynolds number and explore the structure of the produced secondary flows over a range of bulk
Reynolds numbers Rem = UbH/ν, where the bulk velocity Ub = Q/A is determined by measuring
the channel flow rate Q over the test section area A = W ·H.
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Figure 1: Variation of global skin friction coefficient versus bulk Reynolds number for the different
surfaces

Figure 2: Average streamwise velocity contours showing appearance of high momentum and low
momentum pathways. Rem = 120k.

Figure 3: Contours of total stress τuv = −(u′v′ + ũṽ) for both ridge surfaces at different bulk
Reynolds numbers.
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Linear methods have successfully reconstructed turbulent flow fields in channel flows using wall mea-
surements up to the logarithmic region [1]. However, deep neural networks have been developed more
recently to incorporate non-linear effects, leading to improved accuracy. In particular, generative ad-
versarial neural networks (GANs) have recently outperformed standard convolutional neural networks in
this task [2, 3, 4]. Accurately estimating turbulent flow fields from wall-embedded sensors is crucial for
implementing boundary-layer flow control, and deep neural networks improve modeling of the non-linear
relationship between wall and flow data.

The aim of this research is to use (GANs) to directly estimate 3D turbulent channel flows from
wall-shear stress and pressure measurements. This work builds on previous research on the estimation
of wall-parallel planes (which requires separate training for each plane) and extends it to full one-shot
3D estimation. Despite being computationally more demanding, we show that a similar network with
a moderate increase in training parameters can provide accurate 3D predictions at a comparable cost
to previous 2D implementations. The goal of this research is to pave the way for a more efficient flow
estimation from wall sensors.

GANs consist of two networks that compete against each other during the training process. With an
analogous implementation to that found in [4], the generator network takes wall measurements of pressure
and wall-shear stress as input to generate the 3D velocity field, while the discriminator network is trained
to determine if a given flow field is original or if it was created by the generator. In this study, the GANs
used 3D convolutional layers to address this specific setup, and the main components of the generator
network were the residual blocks which included these convolutional layers.

The dataset used was generated by a direct numerical simulation (DNS) of a turbulent open-channel
flow at friction-based Reynolds number of 200 with dimensions of πh in the streamwise direction, π/2h in
the spanwise direction and 2h in the wall-normal direction, with 64, 64 and 128 grid points respectively.

The network can predict the flow field with a slightly higher error level if compared to the 2D single-
plane estimation, but with the added advantage of being able to predict many wall-parallel layers at
once, which makes the process more efficient. As expected, the velocity fluctuations are estimated with
a high accuracy in the viscous layer, then the estimation worsens progressively through the buffer and
logarithmic layers. This limitation is also observed in 2D GANs and linear methods, and is attributed to
the physical limitation of small-scale structures having a limited impact on the wall measurements.

For one of the test cases used in this work, the volume of the DNS domain up to y+ = 40 was predicted
using the first 32 wall-normal layers of the DNS simulation, starting from the wall. Although the mean
squared error (MSE) of the prediction 1 is slightly higher than the results in reference [4], the 3D GANs
architecture used in this study has a relatively smaller number of parameters (9 million) when compared
to the increase in output size, as it predicts 32 layers at once instead of one (1 million).

The figures 2 and 3 present the prediction of the flow field at two different distances from the wall. The
network can predict the patterns and structures in the flow field, and its capability to make predictions
is better close to the wall than in the center of the channel. This is due to the reduction in the intensity
of the structures and the filtering of smaller scales as the distance from the wall increases. The smaller
scales cannot be reconstructed beyond a certain point, which depends on the distance from the wall and
the patterns present in the wall measurements.
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Figure 1: MSE of the prediction of the three components of the velocity fluctuations as a function
of the inner-scaled wall-normal coordinate y+. The 3D prediction (solid lines), and the 2D
prediction from the Ref. [4] (dotted lines) at y+ = [15, 30, 60, 100].
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Figure 2: (Top) Reference and (bottom) predicted instantaneous fields of (left) u, (middle) v
and (right) w, for y+ = 10.
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Figure 3: (Top) Reference and (bottom) predicted instantaneous fields of (left) u, (middle) v
and (right) w, for y+ = 40.
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Abstract: 
 
Turbulent boundary layer trailing edge noise is the dominant or amongst the dominant noise sources in 
many fields such as wind energy [1] and aviation. Porous materials [2] represent a potential solution to 
reduce this noise source because they achieve larger noise reduction than the state-of-the-art solution 
represented by trailing-edge serrations [3]. 
High-fidelity numerical simulations have been used to optimize the porous medium [4] or to describe 
the relevant noise reduction mechanisms [5]. It has been shown that, when applied to the trailing edge 
of an airfoil, most of the noise reduction is achieved when the thickness of the porous medium is 
smaller or comparable to the boundary layer thickness. In this case, there is unsteady interaction 
between the suction and pressure side of the airfoil, which mitigates the unsteady pressure mismatch at 
the trailing edge. This mechanism was named pressure-release[4]. Even if porous material reduce 
noise, they cause an increase in drag which can prevent their application in aviation [5]. 
In order understand how the interaction takes place, with the aim of designing innovative meta-
materials with minimum drag, it is necessary to describe how the flow interacts between the two sides 
of the airfoil and how this is affected by the thickness of the material relative to the boundary layer 
thickness (δ). To this end a numerical experiment is carried out. The proposed numerical setup consists 
in two vertically stacked spatially developing turbulent channels (20δ × 2δ+t × 4δ), which is solved by 
performing lattice-Boltzmann very large eddy simulations using the commercial solver 3DS 
PowerFLOW. The two channel flows communicate through a fully resolved porous medium. In this 
work, the porous medium is a 75% porous Schwarz’ P triply periodic minimal surface [6]. Results 
show spanwise coherent turbulent structures on both sides of the porous medium, which is consistent 
with noncommunicating turbulent channels over streamwise preferential porous media. However, the 
communication between both turbulent boundary layers leads to the coherence between these span-
wise structures in the top and bottom channels. This can affect the pressure release mechanism and 
therefore impact the overall noise reduction. 
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Figure 1. Iso-contours of λ2=-5x107 m²/sec², coloured with the velocity magnitude 
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Abstract:

Numerous aerodynamic applications, including aircraft and mechanical transports, operate within the
turbulent boundary layer (TBL) regime. In this regime, a significant portion of the total drag is influenced
by geometry, skin roughness, and Reynolds number. This relationship leads to a substantial contribution
to fuel consumption and operating costs. While streamlining the geometry can reduce form drag, friction
drag resulting from surface roughness still accounts for almost half of the total drag. The large-scale
coherent structures and associated turbulence process, also known as the ”bursting phenomenon,” play
a vital role in the production of skin friction drag. Hasanuzzaman et al. (2021) [1] presented a concise
hypothesis indicating that intermittent turbulent bursts, known as sweeps and ejections, take place at the
boundary of the inner layer. These bursts are believed to be responsible for turbulent production, which
ultimately leads to the formation of friction drag footprints on the surface of the wall.

Active flow control techniques, such as ”uniform blowing (UB),” significantly influence various char-
acteristics of the bursting phenomenon, including the rate of burst occurrence, Reynolds stresses, and
average velocity. As a result, UB is capable of effectively manipulating the bursting phenomenon. High
Reynolds number experiments reported in Hasanuzzaman et al. (2020) [2] show a strong dependency of
the turbulent statistics at various blowing ratios (BR). BR is defined as the ratio of the vertical blow-
ing velocity to the free stream velocity (U∞) expressed as a percentage. Additionally, energy spectra of
velocity data also indicate a strong dependency on the blowing magnitude. Furthermore, pre-multiplied
turbulent kinetic energy is observed to increase with increased BR. Among its many purposes, uniform
blowing is utilized to reduce friction drag, manipulate flow separation, and enhance turbulence.

This abstract reports on experiments aimed at studying the influence of wall-normal blowing on large-
scale coherent structures. The measurements were conducted using non-intrusive, time-resolved Stereo
Particle Image Velocimetry (SPIV) at different BR. The measurements were taken over a range of shear
Reynolds numbers, specifically Reτ = uτδ/ν = 0.4 × 103 and Reθ = U∞θ/ν = 7500, at the wind
tunnel facility located at University Lille [3]. The results were presented using the Variable-Time-Interval-
Averaging (VITA) method, and the porous surface used for blowing and measurement techniques were
described in detail in previous works [4]. Applying Taylor’s frozen turbulence hypothesis [5] to the time-
resolved SPIV data, as shown in Figure-1, indicates strong coherence and vorticity in the outer layer
turbulent structures.
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Figure 1: Contour plots of streamwise velocity fluctuations normalized with U∞ over perforated
surface at Reθ,SBL = 7500, distance from the wall y/δ = 1.62e − 06 (y+,SBL ≈ 36). (a), (b), (c)
and (d) presents different blowing ratios, BR = 0, 1, 3 and 6 % respectively. Flow is coming
from left to right with the readers reference point [1].
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Abstract:
We investigate the high-Reynolds accelerating/decelerating flow around a square cross-sectional
cylinder. The square cross-section is a classic shape for wind-engineering applications, e.g. high-
rise buildings and towers. The flow is characterized by shear-layer separation at the upstream
edges. The separated shear layers undergo Kelvin-Helmholtz instability, but they do not lose
coherence until they form the von Karman vortex street in the wake. The flow around a square
cylinder has been well characterized when the inflow is steady. Much less is known when the
inflow is accelerating or decelerating. These conditions are relevant, e.g., for civil structures in
thunderstorms. This work may be considered a first step toward the characterization of the wind
loads on civil buildings due to variable wind conditions and to a better appraisal of the limits of
the wind-load predictions obtained under the assumption of steady-wind conditions.

We perform high-fidelity Large-Eddy Simulations (LES), using the same numerical set-up
described for rectangular cylinders in [1], to investigate the effect of Gaussian-type inflow accel-
erations and decelerations in the Reynolds range Re = 1.720×104 - 6.536×104 (see Fig. 1 for the
accelerations). Numerical results are compared and validated with the experiments in [2], and
an excellent agreement is found. In particular, the same discrete changes in the vortex-shedding
frequency as in the experiments in [2] are found in the numerical simulations, with the presence
of constant-frequency time cells (see Fig. 2). The behavior of the time cells is characterized by
using a time-frequency analysis based on the wavelet transform. For the accelerating flow, the
vortex-shedding Strouhal number witnesses a decrease within the time cells, followed by a sudden
increase between the cells, pointing out the presence of discontinuities in an even more glaring
way. The opposite for the decelerating flow. The vortex-shedding Strouhal number is always
inside the range 0.10 ≤ St ≤ 0.14. In addition, we perform a parametric study by considering
different acceleration/deceleration intensities to reproduce conditions similar to full-scale thun-
derstorm outflows. Constant-frequency time cells are again found in the vortex shedding from
the cylinder for all the investigated acceleration/deceleration levels. The increasing intensity of
the flow variation reduces the time length of the time cells, and it decreases the vortex-shedding
Strouhal number inside each cell, but a similar behavior of St with Reynolds number is found.
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Figure 1: Time behavior of (a) the inflow Reynolds number and (b) the acceleration.
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Figure 2: Time behavior (a) of the lateral-force coefficient, CL, for aref and (b) of the vortex-
shedding frequency, n∗, during the accelerating flow.
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Abstract:
In this work, a hybrid turbulence approach is evaluated on the simulation of the flow around a circular
cylinder from subcritical to super-critical Reynolds numbers. The proposed hybrid strategy [1] combines
a dynamic variational multiscale (DVMS) large-eddy simulation model with a RANS model possibly
equipped with an intermittency transport equation based on the work of Akhter et al. [2] and Menter
et al. [3] for representing laminar to turbulent boundary layer transition. The k − ε model proposed in
Goldberg et al. [4] is used as the RANS component for its ability to properly predict separated flows with
adverse pressure gradients, and the DVMS approach is the one proposed in [5]. In this approach, the
variational multiscale model, aiming to limit the effects of the subgrid-scale (SGS) model to the smallest
resolved scales, is combined with the dynamic procedure which provides a tuning of the SGS dissipation
in space and time, so that the resulting DVMS model enjoys synergistic effects. Results are compared
to those of other numerical simulations in the literature and with experimental data. They highlight the
overall good prediction capabilities of the proposed hybrid approach when the laminar-turbulent transition
model is activated (figure 1), even with the use of rather coarse unstructured meshes. In particular, the
intermittency-based hybrid model was found to be able to predict the drag crisis of a circular cylinder,
unlike the equivalent hybrid approach when no transition model is introduced (figure 2). Simulations of
the flow over an airfoil in incidence are also in progress.
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Figure 1: Pressure distribution on the surface of the cylinder with the intermittency-based hybrid
model: Reynolds number 20000 (left) and Reynolds number 1 million (right)

Figure 2: Flow around a cylinder: impact of the intermittency model (in red) on the drag crisis
prediction, in contrast with the same hybrid model without intermittency (in blue)
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Abstract: 
Following the study of Mugundhan et al. [1], we use Shake-The-Box PTV measurements to examine    
3-D vortical features in turbulent flow through a more rapid 4:1 and 16:1 contraction. The flow facility 
and the active grid are shown in Fig 1 (a). It has a constant-head vertical water tunnel, with active grid 
to achieve turbulent Reynolds numbers Reλ ≃ 220. The grid flaps are rotated in either synchronous or 
random mode. Most previous studies in similar configurations have used hot-wires for point-wise time-
series, while we obtain 50,000 time-resolved volumetric velocity and vorticity fields tracking up to 
100,000 particles. This enables us to compare the development of the rms fluctuations to previous 
observations, as well as examine the alignment and amplification of coherent vortical structures reacting 
to the strong extensional strain of these contractions. Individual vorticity structures are also monitored 
to see how they stretch/compress and change orientation over time. Figure 1(b) depicts a typical vorticity 
field on the centerline of a contraction when it enters the 2-D contraction. The elongated vertical 
structures strained by the strongest 3-D contraction at its exit is shown in Fig. 1(c).  
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(b) (c) 
Figure 1: (a) Flow facility used to study turbulent flow through a rapid contraction and the active 

grid. (b) Typical plane of vorticity at contraction centerline, with converging walls at 10o, (c) 
Isosurface of vorticity magnitude (||=35 s-1) showing instantaneous structure at the exit of a 3D 

Contraction. 
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Abstract:
In two-dimensional turbulent channel flow, very large-scale structures that are 10 times longer than the
channel width are known to exist. Monty et al.[1] measured two-dimensional channel flow at the very high
Reynolds number of Re = 144000 (Re is based on channel width d and bulk velocity Ub) using a rake hot-
wire probe and found a large-scale structure of a low-velocity steak whose streamwise length is 10 times
larger than the channel width. On the other hand, Seki et al.[2] investigated transitional channel flow and
reported a spectral peak of the streamwise velocity fluctuations corresponding to more than 10 times the
channel width even at Re = 2660, which is just above the transition to turbulent flow. Matsubara et al.[3]
also observed spectral peaks corresponding to almost the same length scale up to Re = 4000, suggesting
existence of very large-scale structures. In this study, we investigated the streamwise and spanwise sizes
of very large-scale structures appearing at low Reynolds numbers in two-dimensional turbulent channel
flow, evaluating the correlation between the streamwise velocity fluctuations at two points separated in
the spanwise direction. The channel apparatus consists of two flat plates of 1 m height and 17.35 m
length with a channel width d = 25 mm. To obtain the correlation between the velocity fluctuations at
two points, two hot-wire probes were used, and one of them was traversed in the spanwise direction.

Contour maps of the cross-spectra normalized with the standard deviation of each frequency are
shown in Fig. 1. The streamwise length λx is defined as λx = Ub/fd, using the frequency f of the velocity
fluctuation spectra. Negative minima are observed around ∆Z = 4 and λx = 30 in (a) Re = 3000 and
(b) Re = 3400 of Fig. 1. These minima indicate structures with streamwise and spanwise length scales
about 30d and 8d, respectively. This streamwise length corresponds to the spectra peaks by Matsubara et
al.[3]. The other negative regions around ∆Z = 0.5 and λx = 2 are considered to be small eddy motions
of wall-shear turbulence. As shown in (b) to (d), the negative region of the large scales becomes unclear
with increasing Re. On the other hand, the other negative region of the small scale extends to the larger
streamwise scale with increasing Re, and it exceeds λx = 20 at Re = 5000. The corresponding streamwise
and spanwise length scales of this negative region are about 30d and 1.6d, respectively. These scales are
close to those of the large-scale structure observed by Monty et al.[1]. Figure 2 shows the correlation
coefficient at λx = 20. With increasing Re, a negative valley of correlation coefficient around ∆Z = 3.8 at
Re = 3000 becomes shallower, while the depth of a valley around ∆Z = 0.5, which appears at Re = 3700,
increases. This alternation of the peaks is clearly observed when the correlation coefficients at ∆Z = 3.8
and ∆Z = 0.8 plotted as functions of Re as shown in Fig. 3. The estimated threshold value at which
the peaks alternate is about Re=3700. From the results mentioned above, there exist two types of the
very-large structures in the channel flow; one has the wide width and the other is a streaky structure with
the narrow width. The streamwise and spanwise scales of the wide structures appearing are close to the
turbulent patches of transitional channel flow observed by Yimprasert et al. (2021)[4], suggesting that
the patch-like structures remain even at Re higher than the transition range. As seen in Fig. 3, these
two types of very large structures do not seem to coexist. Although the reason for this is unresolved, it
is possible that the patch-like structures destroy the long streaky structures that appear at the high Re.
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Figure 1: Contour maps of cross-correlation coefficient of the streamwise velocity fluctuations.
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R at λx = 20.
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Abstract:

The complexity of the disorder of turbulence has led many researchers to combine turbulence with
thermodynamic quantities. Of particular attractiveness is the concept of entropy, as it is supposed to
characterize disorder. If the development of systems is considered, entropy can show which direction
a system is going to evolve. For non-equilibrium systems it is of interest to look at fluctuations of
thermodynamic quantities of microscopic subsystems. In particular for systems out of equilibrium a new
second law could be derived for the fluctuations of the entropy production along stochastic trajectories.
This law is the so-called integral fluctuation theorem which determines a balance between positive and
negative entropy events [2].

In this contribution we consider developed turbulence and in particular the often discussed cascade
[1]. This picture of a cascade tries to explain how coarse grained features of turbulence on large scales
are related to corresponding features on smaller scales. The interesting features of turbulence are found
for a range scales r with L > r > η, which is limited by the integral length scale L and the dissipation
length scale η.

For the cascade we consider the evolution of two quantities, the velocity increment ξi := ξ(xN , ri) =
u(xN ) − u(xN − ri) and the energy εi(xN , ri) ∝

∫
ri

(∂juj |xN
)2dx. (Here we use and index i to address

a selected scale ri and N to address a selected point xN in the flow. Homogeneity allows to investigate
ensemble averages over xN .)

The scale dependence of ξ and ε allows to define cascade trajectories at different points xN , which we
denote as ξ(·) and ε(·). The transition probabilities p(ξ, ε|ξi, εi) from (ξ(xN , ri), ε(xN , r)i) to (ξ(xN , r), ε(xN , r))
with r < ri describes the evolution downwards the cascade and can be described by a Fokker-Planck equa-
tion. It is important to note that the explicit form of the Fokker-Planck equation can be estimated directly
from data (an open source software is described [3]). Knowing the stochastic process equations the entropy
production, ∆S, along the trajectories can be defined [2, 3].

For the step r to r − δ an entropy change δs(r) can be defined as well as the change of energy δε(r)
what allows to define a fluctuating temperature

δT (r) :=

(
∂ε

∂s

)
ξconst

≈
(
δε(r)

δs(r)

)
ξconst

(1)

where we interpret ε(r) as an inner energy of the system at scale r.
The strength of this approach is that the thermodynamics quantities seem to be related to turbulent

structures, as shown as negative entropy structures calculated from PIV measurements in figure 1. These
negative entropy events are related to intermittency and are now subject to the strict law of the integral
fluctuation theorem [5, 4], which fixes the probability of negative entropy events. Here we see a new way
to combine a statistical approach to turbulence with often discussed structures of turbulence.
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Figure 1: (a) Velocity magnitude of flow behind a fractal grid measured by PIV in [ms−1]. (b)
Normalized Entropy structures calculated from PIV measurements using IFT - black negative
entropy events.
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Abstract: 

We investigated the receptivity of the shear layer to upstream-propagating waves near the nozzle 
exit of a subsonic jet, flow sensitivity analysis. Recent studies for the subsonic jet noise generation 
suggested that the shear layer near the exit of the subsonic jet is influenced by the pressure wave 
generated by the interaction of the vortices at the end of the potential core, and promoting the upstream 
transition, thereby amplifying the sound. That is explained as a feedback loop phenomenon [1][2]. This 
study was conducted to supplement that explanation. 

In this study, we analyze the response of a point source oscillation at the end of the potential core. 
We operate direct numerical simulation (DNS) of the compressible Navier-Stokes (NS) equations with 
a local body forcing starting from the time-averaged base flow (�̅�, 𝑢%, �̅�, 𝑤(, �̅�). We compare the temporal 
behavior of the kinetic energy k of velocity fluctuations (𝑢′, 𝑣!, 𝑤!)  as described in Eqs. (1). 
 

𝑘 = "
#
𝜌(𝑢′#+	𝑣′# +𝑤′#),	                                                                   (1) 

𝑢′ = 𝑢% − 𝑢, 𝑣′ = �̅� − 𝑣,𝑤′ = 𝑤( − 𝑤. 
 

The point source mimics the upstream-propagating pressure wave generated by the interaction of 
the vortices. Here we apply the Volume Penalization (VP) method [3], one of the immersed boundary 
methods, so that a point source oscillates at an arbitrary frequency. In this study, as the first step, we 
focused on the two-dimensional inflection point instability of the free shear layer and carried out by 
two-dimensional computation. We observed the responses to 20 frequency cases ranging from 
diameter based Strauhal number StD = 0.1to StD = 2.0 for the jet of Re = 3125 and M = 0.9 computed 
by Bogey(2019)[4]. 

We show the kinetic energy amplification with a point source oscillation in Fig. 1. The kinetic 
energy and time are non-dimensionalized by the sound velocity. Initially, there is not much difference 
between the frequencies. After T = 35 up to T = 60, the values increase in the case of StD= 0.2. After 
that, there is a tendency that the higher the frequency, the larger the energy value. After T = 75, the 
behavior becomes the more complicated. Fig. 2 (a), (b), and (c) show the absolute values of vorticity at 
T = 52 without, and with point source of StD= 0.2, and StD = 2.0, respectively. White line in figures 
shows the streamwise position of the potential core end. In these figures, the case with StD = 0.2 has the 
highest sensitivity to the upstream-propagating wave, because the vortices due to the Kelvin-Helmholtz 
instability appears more clearly than in the other cases (see the red squared region of Figure 2 (b) and 
(c)).  
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Fig.1 Response in the kinetic energy amplification of the velocity fluctuation added to the time-
averaged base flow of a subsonic jet. 

  

   
(a) without oscillation (b) StD = 0.2 (c) StD = 2.0  

Fig.2. Absolute values of vorticity at T = 52 (a) without, and with point source of (b) StD = 0.2, and (c) 
StD= 2.0. The contour ranges from 0 to 3, from blue to red. White line indicates the streamwise 
position of the end of the potential core and a white point on the white line shows the location 
of a point source. 

                                                                                                                                
References 
 
[1] J. Laufer and P. Monkewitz, On turbulent jet flows-a new perspective, in 6th Aeroacoustics 
Conference, 1980, p. 962 
[2] C. Bogey. Acoustic tones in the near-nozzle region of jets: characteristics and variations between 
mach numbers 0.5 and 2. J. Fluid Mech., 2021, 921:A3. 
[3] Q. Liu. and O. V. Vasilyev. A brinkman penalization method for compressible flows in complex 
geometries. J. Comput. Phys., 2007, 227(2):946–966. 
[4] C. Bogey. Two-dimensional features of correlations in the flow and near pressure fields of 
Mach number 0.9 jets, AIAA SciTech Forum, 2019, 2019-0806. 

163



Reynolds number induced growth of large-scale rolls
in plane Couette flow and invariant scaling laws for

added wall-transpiration using resolvent analysis
Toni Dokoza 1, and Martin Oberlack 1 2

1 Technical University of Darmstadt, Chair of Fluid Dynamics, Department of Mechanical Engineering,
64287 Darmstadt, Germany
2 Technical University of Darmstadt, Centre for Computational Engineering, 64293 Darmstadt, Germany

key-words: Coherent/vortical structures

ABSTRACT
In DNS of turbulent Couette flow the observation has been made, that the long streamwise rolls increase in
length with the Reynolds number [1]. For its understanding we employ the resolvent analysis emphasising
the high Reynolds number (Re → ∞) and small streamwise wavenumbers (α → 0) limit imposing the
distinguished limit Reα = Re · α = O(1) as done in [2] for the linear stability analysis of the asymptotic
suction boundary layer flow, since structures are only significantly amplified for high Reynolds number
plane Couette flow, which admit very weak streamwise variation. We find that Reα acts as a local
invariant in the behaviour of the energy of the system characterised through the first singular value σ1
of the resolvent operator within the investigated asymptotic limit, where the behaviour of σ1 over both
Re and α respectively stays invariant within a certain Reα-range. In order to obtain constant streamwise
structures for increasing Reynolds numbers, the respective streamwise wavenumber has to decrease, which
can be seen by the fact that the coherent structures in (a) and (d), (b) and (e), and (c) and (f) in Figure
1 are identical, which verifies the observations from DNS studies of an increasing length of the streamwise
structures with the Reynolds number.
The conducted analysis is expanded on the plane Couette flow with constant wall-transpiration velocity
V0 and wall velocity Uw with emphasis on the effect of V0 on the coherent structures. For this flow setting,
the first singular value σ1 for a constant ratio of the wall-transpiration and streamwise Reynolds numbers
γ =

ReV0

Re = V0

Uw
is the largest for an invariant relationship Re · γa = C. Figure 2 shows the behaviour of

σ1 over the streamwise Reynoldsnumber for various γ-ratios, where σ1 reaches a peak value for a certain
Re for each γ characterised through the aforementioned invariant relationship. The influence of the wall-
transpiration Reynolds number ReV 0 on the streamwise structures is analysed, where it is shown that
the streamwise structures not only move closer to the upper wall, but also become more confined in both
the wall-normal and spanwise direction for an increasing ReV 0, while keeping the streamwise Reynolds
number Re constant.
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Figure 1: Streamwise structures are shown over the spanwise direction x3 and wall-normal di-
rection x2 for (a) ω = 0, β = 2, Reα = 1, α = 0.0001, (b) ω = 0, β = 2, Reα = 5, α = 0.0005,
(c) ω = 0, β = 2, Reα = 10, α = 0.001, (d) ω = 0, β = 2, Reα = 1, Re = 10000, (e) ω = 0,
β = 2, Reα = 5, Re = 50000, (f) ω = 0, β = 2, Reα = 10, Re = 100000. Solid lines represent
fluctuations with a positive sign, while dashed lines represent fluctuations with a negative sign.

Figure 2: σ1 is shown over the Reynolds number Re forβ = 2, ω = 0, α = 0 and
γ = [0, 10−8, 10−7, 10−6, 2·10−6, 4·10−6, 8·10−6, 1.6·10−5, 3.2·10−5, 6.4·10−5, 1.28·10−4, 2.56·10−4].
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Symmetry-based turbulent scaling laws of a spatially
evolving turbulent round jet

Cat Tuong Nguyen 1, and Martin Oberlack 1,2

1 Chair of Fluid Dynamics, TU Darmstadt, 64287 Darmstadt, Germany
2 Centre for Computational Engineering, TU Darmstadt, 64293 Darmstadt, Germany

key-words: Lie-symmetry-analysis, DNS

Abstract:
In most experiments as well as numerical simulations of turbulent round jets, self-similarity is observed
primarily for the mean velocity. Here, using symmetry methods, we calculate similarity-type scaling laws
for arbitrarily high moments of velocity from the infinite set of multi-point moment equations. Most
centrally, symmetry theory provides moments based on instantaneous rather than fluctuation velocities.
To prove its validity, a large-scale direct numerical simulation (DNS) of a turbulent jet flow was conducted
at a Reynolds number of Re = 3500 and a box length of z/D = 75. A cross section of q-criterion isosurfaces
can been seen in Fig. 1. As an inlet, we utilize a fully turbulent pipe flow to obtain self-similarity at small
z, and we calculate almost 200 washouts for a very good statistical convergence of high moments.
Virtually perfect similarity compared to symmetry theory is observed in the z/D = 25−65 range and this
is especially true for Uz-moments up to order n = 10 (see Fig. 2 and Fig. 3). In matching theory and DNS
data, we observe that statistical symmetries are negligible for turbulent jets, and this is very different to
near-wall turbulence where they are significant for high moment scaling laws [see Oberlack et al., 2022]. In
this work, prefactors of near-wall high order moment scaling-laws were found to scale exponentially with
order n and this is also observed presently. Additionally, the Uz-moments show Gaussian-like curves that
get increasingly narrower with n. Transforming the governing equations with the symmetry-based scaling
laws and assuming a Gaussian for the Uz-moments allows us to find an expression for the instantaneous
UrUz correlation which compares well with the DNS data in Fig. 4.
Finally, converting the instantaneous moments to those of fluctuations is straightforward, but will be
omitted as it was shown in Oberlack et al. [2023] that uncertainty grows exponentially for n > 2 and a
sensible interpretation is therefore lost.
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Figure 1: A cross section of q-criterion isosurfaces of the conducted jet DNS colored with the
velocity magnitude.
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Figure 2: The radial profiles of the nth axial moment normalized with the scaling laws at different
distances from the orifice: z = 25 ( ), z = 35 ( ), z = 45 ( ), z = 55 ( ), z = 65 ( ).
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Figure 3: The radial profiles of the nth radial and azimuthal moments normalized with the scaling
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compared to the expression found in the governing equations ( ): z = 25 ( ), z = 35 ( ),
z = 45 ( ), z = 55 ( ), z = 65 ( ).
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Abstract: 
Wall-bounded turbulence is an extremely relevant topic for engineering and natural science application 
and yet many aspects of this physics are not clear. Due to the relevance of these flows, in recent times 
several facilities were developed to investigate turbulent flows at high-Reynolds number under fully 
developed conditions [1],[2] and [3]. In particular, the “long pipe” of CICLoPE is a 111.5m full carbon 
fiber pipe with a diameter of 0.9m minimizing spatial and temporal filtering issues, a common problem 
that arises as the Reynolds number increases. Several measurements documenting fully developed 
conditions in this facility have been previously reported [4], [5]. However, the aim of the present study 
is to specifically investigate if these conditions are met in the last 1.5 diameters of CICLoPE. A 
detailed investigation of this location is particularly important for two main reasons: first because this 
is the location of the test section where measurements are typically performed; moreover, this section 
is placed before the diffuser, so it is important to verify that there is not upstream influence on the test 
section. While previous work reported on the invariance of the velocity profiles in the near-wall region, 
in this work we focus on the centerline velocity and the local wall-shear stress.  
 
In pipe flow typically wall shear stress is obtained through static pressure drop, allowing us to calculate 
a global wall shear stress value through an “indirect” measurement (i.e., static pressure evolution 
throughout a pipe section). On the other and, oil film interferometry [6] [7], is a technique that allows 
us to obtain a localized value of the wall shear stress, which can be inferred from the spreading rate of 
an oil drop at the wall as shown in figure 2. 
In this work we present a collection of centerline velocity and wall shear stress measurements obtained 
at several streamwise locations. Local values of the wall shear stresses are measured using oil film 
interferometry or hot wire anemometry, these values are then compared with static pressure drop 
acquisition. Centerline velocity is measured with a pitot tube placed at the centerline within the last 10 
diameters of the pipe. In figure 1 we show the centerline velocity in two different positions normalized 
with respect to a reference position placed 5 diameters upstream with respect to the test section. The 
results show a substantial invariance of the centerline velocity. To complete the evaluation, we will 
present a collection of experiments using oil film interferometry and hot wire anemometry spanning in 
a range of friction Reynolds number from 5000 to 47000, partially overlapping with the latest DNS 
available [8], [9]. 
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Figure 1: Variation of the centerline velocity of 

the “long pipe” with respect to a reference value 
5 diameter upstream the test section as function of 
friction velocity; red dot refers to the 2 diameters 

upstream normalized with 5d; black upwards 
triangle refers to the test section normalized with 

5 diameters upstream. 

Figure 2: linear interpolation of the wavelength 
values of the signal as function of time, red dot 

represents experimental samples of each fringes 
dimension, blue line represents the linear 

regression of the whole dataset. 
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